
                                                                                                                                    

The notion of essential locality for non localizable fields 
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The classification of extension of the field commutator outside the light cone suggested by 
Constantinescu and Taylor is analyzed and shown to be to a large extent mathematically equivalent 
to the notion of essential locality, introduced in a recent paper by the present authors. Simple model 
fields are constructed which disprove the interpretation given by Constantinescu and Taylor. Essential 
locality is shown to hold for the two-point function of every scalar Hermitian field, including the 
massless case. It is, moreover, shown to be weaker than locality and independent of the other 
Wightman axioms. Unfortunately, essential locality turns out to be unstable under limits. In order to 
indicate the possibility that there are essentially local fields which do not fall into Jaffe's class and 
the commutator of which is concentrated in the closed light cone, Jaffe's concept of strict 
localizability is generalized. As a by-product it is indicated that local fields (in the generalized sense) 
may have extreme high energy behavior. 

1. INTRODUCTION 

There are good reasons l to expect that certain phy
sically relevant field theories must be formulated on 
test spaces of entire functions, i. e., the field operators 
are nonlocalizable in the sense of Jaffe. 2 As nobody was 
able to give a consistent definition of support for gen
eralized functions on such test spaces til now, the stan
dard formulation of microcausality, 3 also called local
ilv, has no meaning in that case. As a consequence, 
most of the important achievements of Wightman field 
theory such as Haag-Ruelle scattering, PCT, spin, and 
statistics do not a priori apply to the nonlocalizable 
case. 

In a recent paper4 we suggested a new attempt of cir
cumventing this problem, which already proved suc
cessful for a derivation of the Haag-Ruelle-Hepp scat
tering formalism. 5 As a substitute for the axiom of lo
cality we introduced an axiom of "essential locality" 
which demands some local continuity property of the 
field commutator on the light cone (see Sec, 2 of the 
present paper). 

Independently Constantinescu and Taylor6 introduced 
an "orrier oj extension oj the commutator bracket out
side the light cone" for the nonlocalizable case. The 
main purpose of the present paper is to compare this 
concept with the notion of essential locality. 

In Sec, 2 we briefly review the notion of essential lo
cality and stress its Lorentz invariance, In Sec. 3 we 
show that essential locality is no restriction on the two
point function of a scalar field. The mathematical con
nection between essential locality and the above men
tioned order of extension will be clarified in Sec, 4, In 
Sec. 5 we construct fields, the commutator bracket of 
which has finite order y of extension outside the light 
cone but does not decrease as fast as predicted by 
Constantinescu and Taylor. In order to indicate the pos
sibility that even for finite order 'Y the field commutator 
may not extend outside the light cone, we extend Jaffe's 
definition of strict localizability in Sec. 6 and construct 
corresponding c-number examples. Section 7, finally, 
is devoted to a short discussion of the results. 

In order to keep the amount of technical considerations 
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at a minimum, we shall not work out the most general 
versions of our results. 

2. ESSENTIAL LOCALITY REVIEWED 

For convenience we use the well-known Gel'fand 
spaces7 

SS(Rn) =,ssl.···,an, ill =13 2 ='" '=i3n =s, 0·,;: s < 1. 

We adopt the usual notation: 

x= (xl, ""', Xn), 

Z~ ={ 0'= (0'1, .. , , an) : a j nonnegative integer} 

10'1 =L aj, 
j=l 

a!=al! ... a n !, X"=r1(xj)"j, 
j=l 

{nee< )(X) = (3 ___ Y'!l ... (~\ rx" cp(Xl ... Xn) 
'f' a Xi) \ax iI) '" 

U,(M) =h c Rn 
: Ilx - x 'II < E for at least one X' c }H}. 

In order to stress the Lorentz invariance of essential 
locality (see Definition 3 below), we use the modified 

Definition 1: Let 1''11 be a closed subset of Rn and S a 
subset of SS(Rn). Then S is called 10caUv bounderi on ]'',11 
in SS(Rn) iff there is a positive constant A such that for 
every nonnegative integer N 

sup sup sup A-,rx'a-S<illxIIN!cp(O<)(x) 1<00
0 

;PCeS Xrc.M o:EZ~ 

In the original version of Definition 1 we used 
sUPxcc-u, (M) instead of SUPxE.1f with suitable E 0 depend
ing on S. Since, in the present paper, we restrict to 
s <: 1 both versions are equivalent: 

Lemma 1: Let M be some subset of R n and A, Cu, Cl , .• , 

some sequence of positive constants. Moreover, let the 
entire function cp over R n fulfil the inequalities: 

sup sup A-'O:' a -""lIxIIN icp(O:)(xll<cN , NccZ+" 
XC'M rxrc.z~ 

Then there is a sequence of positive constants 
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B, Do, D1, ••• independent of cp such that also 

< DN exp(BEl 1 (1-S» 

holds for all N E: Z. and E > O. 

Proof: Since cp is entire, we may write 

-, 1 
cp(")(X +X')= L.; -X,scp("'S)(X). 

8E:Z~i3! 

Hence for X E: M and X' E: R" with IIX'II< E we have 

IIx + X 'liN I cp (" )(X + X') I 

which directly implies the statement of Lemma 10 _ 

The notion of essential locality is based on the 
following 

Definition 2: Let M be a closed subset of R" and F a 
generalized function on SS(R"). Then, for nonnegative 
So ~ s, F is called locally continuous on M with respect 
to SSo(R") iff sUPwc s IF(cp) 1 is finite for every SCSSO(R") 
that is locally bounded on M in SSo(R")" 

Now we can formulate" essential locality": 

Definition 3: Let A(x) be a scalar Hermitian quantum 
field defined on the dense invariant subset D of the 
Hilbert space of states H which satisfies all the Wight
man axioms, 3 except locality, where the Schwartz space 
5(R4) is substituted by the Gel'fand space SS(R4), s? O. 
Then A(x) is called essentially local, iff for arbitrary 
4>, >l' E: D the expectation value of the field commutator 
(4) 1 [A(x), A(y)]1 >l'), uniquely defined4 as a generalized 
function over SS(RS), is locally continuous on Vs "'{(x, y) 
E: RS : x - y c V} with respect to SS(RS), 

Nonlocalizable power series of the (massive) free 
field, for example, proved to be essentially local with 
respect to every space SS(R4) on which they can be de
fined at all. S 

As a by-product, Lemma 1 exhibits a basic difficulty 
connected with local continuity: Let Fb F 2 , ' ,. be a se
quence of generalized functions on SS(R"), weakly con
vergent to F in SS(R")', If all the F j are locally continu
ous on the same closed subset M of R", then also F is 
so as long as s -. 1. For s < 1 this does not hold in gen
eral, as can be immediately seen by choosing F j to be 
the characteristic function of Uj(O) C R". Then, by 
Lemma 1, all F j are locally continuous on {O} with re
spect to SS(R"), but F is not. Even worse, since every 
generalized function over SS(R") that is locally continu
ous on {O} with respect to SS(R") can be approximated by 
finite linear combinations of derivatives of the 6 func
tion,9 F may be also represented as a limit of Schwartz 
distributions with supports equal to {O}" This indicates 
that proofs of essential locality for nonlocalizable fields 
will by no means be triviaL 
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3. ESSENTIAL LOCALITY OF ARBITRARY 
TWO·POINT FUNCTIONS 

Given a strictly localizable scalar field A(x), then the 
vacuum expectation value of the field commutator 
(~I[A(x),A(y)]I~) is well known to vanish in the region 
(x - y)2 < 0, whether A(x) fulfils locality or not. In this 
section we shall see that a similar result holds for the 
nonlocalizable case as welL 

Let us introduce the notation 

Ge ",{p E R4 : min{ Ipo I, Ilpll} < E} 

for E > 0 and denote by 5(Ge) the set{cp E5(R4): supp cp 
C G.} endowed with the trace topology relative to 5 (R4). 
Then the essential point is to realize the following 
fact: 

Lemma 2: There is a partition of the unity {kr }cD (R4) 
and there are proper Lorentz transformations A,. for 
which 

g~(P) "'~kr(A;lP);P(A;lp) 
T 

converges in 5 (G2) and depends continuously on cp 
c5(R4

). 

Proof: For every p E R4 one may choose a proper 
Lorentz transformation Ap with 

(i) ApP E: G3/2, 

(ii) I (A;1)~ I ~ 16(1 + lip II), 

(iii) Apq E: G2 if lip _ q II < 16-2(1 + lip 11)-1. 

By standard techniques one may construct a partition of 
the unity {kr} fulfilling the conditions 

lip - q II < 16-2(1 + lip 11)-1 for p, q E sUPP!?r 

and 

L, sup lffp'kT(p) I<P,,(n) for nEZ., 
r n~lIpll<n+l 

a E: Z!, where the P" are suitable polynomials" Thus, if 
we choose an arbitrary sequence of vectors Pr E supp kr 
and for every Pr a proper Lorentz transformation AT 
"'Apr according to (i)-(iii), then 'inkr (A;1p) cp(A;1p) has all 
required properties, _ 

As a direct consequence we have the following: 

Corollarv 1: A Lorentz invariant Schwartz distribu
tion F is t~mpered if FF.5(G2)'. 

Finally, we can prove: 

Theorem 1: Every Lorentz invariant odd generalized 
function F on SS(R4 ), 0 ~ s < 1, is locally continuous on 
the closed light cone iT with respect to SS(R4), 

Proof: We essentially use the technique of Ref, 8, Let 
us first consider the case s- 0, Since supp P' c iT, we may 
multiply F(P) by exp[- (1 +p 2)1/(2S)] and thus, by 
Corollary 1, get a tempered distribution. Therefore, 
there are N', C' E' Z. with IIFII~.< C', where 

1Ii)i1l~.'" sup max {(1 + lip liN') 
PC=U1(V) I",I"N' 
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(= "" possible) 0 

Moreover, there is a Nil E 2+ such that 

for some suitable finite constant C", where 

II~IIN" = max max (1 +llpI12N") I ;p[" )(P) I 
P EeR4 10<1 "'N" 

for cP E S(R4
). 

Hence, if we choose a partition of the unity {h,.} cf) (Rl) 
with supp h,. c (r - 1, r + 1), h,.(l) = ho(t - r) and define 
tempered Schwartz distributions 

Fr ,k(P) = (P2)-k I;. (P2)F(P ) 

for either k, r-1 E2+ or k=r=O, we have 

IIFr,k(P)IIN < C(l +kN)(max{l, r_l})-k 

x exp[(r + 2)1/(2 S
)] (3.1) 

for suitable N, C E Z+ not depending on r, k. Keeping in 
mind that the F.,k(x), being tempered Lorentz-invariant 
odd distributions, have supports contained in iT, choose 
a multiplier g E 0 M(R4) fulfilling the conditions 

g(x) = \1 for x E V 

o for xci U1 (V), 

sup max ID~g(x)I<"". 
xER4 1",1 "2N 

Introducing the notation 

~. (P) = (27T)2 J dp '(P 12). ~(P ')ji(P _ p '), 

we then get 

I J dxF(x)Ij!(X) I 
~ 

"" IIFo,oIlNII~oIIN + 61IFr.k[r)IINII~k[r)IIN' 
r=l 

lI~kIIN"" max Jdxl(1+A~)[x"'g(x)O~</i(x)]1 
1",1 "N 

(Ax = il~ + 0 0 • + a;, Ox = a~ - ar - a~ _ a;). 
With the definition 

B, 'O{1j! E SS(R4): max max c l '" 1 (l!-"" 
xEU1 [v) '" (o:zi 

x (1 + IlxIIN+5) I D"Ij!(x) I < l} 

we have for suitable constants A, C"N 

sup II~kIlN < C, N(EA)2kk2sk" 
obEBE • 

(3 0 3) 

Thus, choosing E sufficiently small and arranging k(r) 
such that 

yl/[2S) < k(r) "" 1 + yl/[2S), 

we conclude with (301) and (3.2) that 

sup I J dx F(x) </i(x) 1<"". (3.4) 
¢EB~ 
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Summarizing: For small E > 0 [not depending on F(x)) 
(3.4) holds for arbitrary F(x) fulfilling the requirements 
of Theorem L Since, for arbitrary A> 0, also F(Ax) 
fulfills these requirements if F(x) does, (3.4) must be 
valid for arbitrary E > 0. Hence, by Lemma 1, F(x) is 
essentially local on iT. 

For s = ° we have to modify the above proof in the 
following way. Equation (301) has to be replaced by 

IIFr,k(P)IIN[r) < Cr ,N(r)(l + kN[r »)(max{1, r- 1})-k. (301') 

Equation (3.2) still holds, with the only modification that 
N depends on r nowo This r dependence makes us sub
stit~te for B, an arbitrary set S that is locally bounded 
on V in SS(R4); i. e., there are numbers C S,N [r), As such 
that 

Thus, choosing k = k(r) of sufficiently rapid increase 
forY-co, we see that 

sup I J dx F(x) </J(x) I <00 
/lEeS 

for every set S that is locally bounded on V in SS(R4); 
1. e., F(x) is locally continuous on iT with respect to 
SS(R4) in the case S = 0, tooo • 

Theorem 1 shows that essential locality does not im
pose any restriction on the two-point function of a scalar 
field A(x) on SS(R4), 0"" S < 1. A direct consequence is 
essential locality of arbitrary generalized free fields 
(compare Ref, 6). We conclude this section with the re
mark that Theorem 1 in connection with ReL 8 indi
cates a way how to overcome Constantinescu and 
Taylor's difficulties concerning power series of the 
massless free field. 

4. CONSTANTINESCU AND TAYLOR'S 
CLASSIFICATION OF EXTENSION OF THE 
COMMUTATOR OF A NON LOCALIZABLE FIELD 
OUTSIDE THE LIGHT CONE 

Constantinescu and TaylorS introduced spaces Tn,j(s) 
of entire functions over R4 [n-1) which, by Lemma 1, may 
be described as follows: 

For M c R n define the topological vector space Sk of 
entire functions over R n by 

(i) rp E: S~ iff there is a positive constant A such that 

is finite for every N E 2+ 0 

(ii) rp~ - <p in the topology of S~ iff there is a positive 
constant A such that 

Ilrp),- rpll~:~ -0 for every NEZ+" 

Then T n+1,j(s) =Ss{fER4n'~jE:V). 

Given a field A(x) as in Definition 3, Constantinescu 
and Taylor6 defined the supremum of all y ~ 1 such that 
for arbitrary n - 1 E Z+ and 1"" j "" n the generalized 
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function10 

Cn+1 ,j{ ~b •• " ~) 

= (0 I A{x1) 0 , • A{x j_1)[A(1) , A{x j+1) }A {X j+Z) , , , 

XA{xn+1) 10), 

~I =eXI - XI+1 for 1 ~ I ~ II, 

can be extended from SO{R4n) to T n+1oj {1- 1/Y) as the 
order of ext ellsioll of the COIIlJJllltafor braclwf olltside 
the li;;hf Calle, 

In order to compare this classification with our defi
nition of essential locality, let us first recall the follow
ing technical result: 

Lemma 3: Let B be a positive constant and s Cc (O, I), 
Then there is a nontrivial nonnegative entire function 
iJ!B over R1 and a positive constant A such that 

sup sup A-jrSj exp{B It 1l/(l-S ») Iw1j){t) I <00. 

t(,R1 jecZ + 
(4.1) 

Proof: See Ref, 7, po 192 .• 

Corollary 2: Let lH be a closed subset of Rn and s 
E (O, 1). Then sS{Rn) is dense in S1, Hence a generalized 
function F on SS{Rn) is locally continuous on 111 with re
spect to SS{Rn) iff it can be extended to SXI' 

Proof: Without loss of generality we assume ° E 1'v1, 
Let cP E S,fl' Then there is a positive constant A such 
that 

Ilcpll~:~ is finite for every NEZ+, 

Hence, by Lemma 1, there are positive constants 
B, Do, D1 , ' " with 

sup (2A)-IOIl a -sa ll x II Nlcp(OI)(x)I 
~EZ~ 

Choosing WB according to Lemma 3 and defining 

we get IIR cP E SS{Rn) and, for A f big enough, 

lim II{l-lzR)cpll~:~N = ° for N c: Z+, 
R-~ 

Since cP E s1 was arbitrary, this directly implies the 
statements of Corollary 2, • 

Corollary 3: Let A{x) be a scalar Hermitian field as 
in Definition 3, which is not neccessarily essentially 
local, however. Suppose D to be the set of all vectors 
of the form 

N 

L r dS: CPn(.X)A{X1) 0' .A{xn)n, 
n=O L 

where CPn c: SS{R4n), N E Z+. Then A{x) is essentially lo
cal iff Cn'l,j{~l' "', ~n) can be extended to T n+1,j{s) for 
every II (' Z., 1 "" j ~ II, 

Proof: With our special choice for D the field A{x) is 
essentially local ut4 

(nIA{x1),' ,A{xj _1)[A{x j ),A{xj +1)] 

XA{x j +z)··,A{xn•1)ln) (n,jEZ+, l~j~lI) 
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is locally continuous on F E R4 (n·1 ) : x j - X j+1 t Vr with 
respect to S:{R4(n+1»), T!Jis holds iff en+1,j is locally con
tinuous on {t c.c R4n : ~j l V} with respect to SS{R4n). Final
ly, by Corollary 2, the latter holds iff Cn+1 ,j can be ex
tended to T n +1 ,j{s), • 

Corollary 3 means that the Constantinescu-Taylor 
order is > (I - s)-l iff the field A{x) on SS{R4) is essen
tially local. Hence the interpretation of this order given 
by Constantinescu and Taylor also applies to essential 
locality. F or finite order y they claim that the field 
commutator neccessarily extends outside the light cone 
and that optimal bounds on spacelike cones are given by 
C exp{-Allxll'), where C, A are suitable positive con
stants depending on the cone. This interpretation is 
wrong, as will be shown in the subsequent section. 

5. NON LOCAL TEMPERED FIELDS 

Let AoC\") be the scalar Hermitian free field for mass 
m . 0, Let H be its Fock space and 0 the no-particle 
state. Consider the tempered field 

Ag{x) c:A,/\") + [li* : A~: J{x), 

h{fJl=,!!;(pZ), iiC()M{R1) 

on the dense invariant domain DH consisting of all 
vectors 1> of the form 

N 

1> = L Id¥ A g {x1) , .. AiYn)CPn(.y)n, 
n=11 

where CPn C ..\ (R4n ), N ( Z +c If there are positive con
stants C, A with 

O·;;(t)<Cexp{-Aitll/S\I), ffR1, (51) 

for some So c (O, 1), then we can easily prove that Ag{x), 

while fulfilling all the other Wightman axioms, is not 
local. 

To this end let us check the expectation value 

E(xb \"z) = (q-'i I [Ag (.Y1)' Ag(.\"z) 11 n) (" S (R 8
)', 

where 1>1 is the two-particle state corresponding to the 
wavefunction lZ{P1' pz) = w p1 W Pj{P1' P2) (U (R 6

) An ele
mentary calculation using Wick's theorem shows that 

1,,(1') = JdY1 ritz E{X1' \"2)CP(.\1-\')~{\"2) 

= const r dp1 dP2]*{P1, pz) (dq 6{q2 - 1//2)E:{r/) 
Lpy=Wpj L 

for cP, J' (c ..\ (R4) and \" (= R4 (* denotes the complex con
jugate). By (5. 1) and since 

I (p ± q)2 j. 2(p° _ Ilpll) Ilqll- 2m2 

for p, q on the (positive) mass shell, "(:\') is an entire 
function of order11 < (1- 8\1)_1, Assume ~g(x) to be local. 
Then, since for arbitrary cP, ~, cU (R4), f ( D (R 6

) the en
tire function I"C\') must vanish for all \' outside some suf
ficiently large neighborhood of the light cone (depending 
on cP and ~I), it must be identically zero But, since 
Xf 0, this cannot hold for all cP, ;/) cD (R4

) c Hence the 
assumption is wrong; Ag{x) is not local 

Ag{x) is not even essentially local with respect to 
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SS(R4), if s > so, at least for s 0 ~ E. This may be demon
strated as follows: Assume A,.(x) to be essentially local. 
Taking 

3 
cp(x) '" <Ji(- x) '" n <JiB(X l ), B > 0, 

j=O 

with not neccessarily positive <JiB fulfilling (4.1), we 
get bounds of the form C exp(_Allylll/<l-S

» for k(y) on 
spacelike cones. Hence, again, we can conclude12o that 
k is identically zero. Since the set of all <JiB, 0 < B, ful
filling (4.1) is dense in S(R1

), this leads to the same 
contradiction as above. 

Given So E(O, 1), there is (Ref. 7, p. 192) an entire 
function 

00 

i(t) = It cr (- t)' 
r=O 

of order ~ siil fulfilling (5.1). For such g the nonlocal 
tempered field A,,(x) is the N - 00 limit of the local tem
pered fields 

N 

Ao{x) + E crOr : A~ : (x) 
roO 

in the topology of Ss..(R4) , for S_ E (0, so/2). This also 
shows that A,,(x) is essentially local with respect to 
SS-(R4

). Thus, by Corollary 3, the order 'Y of A,,(x) ful
fills the inequality 

(1 - s otl ~ 'Y ~ (1 - s 0/2) -1. 

Assume the interpretation of 'Y given by Constantinescu 
and Taylor to be correct. Then inequalities of the form 

I (n IA(x1 ) ••• [A (x j), A(x j+l)] ••• A(x") I n) I 
< C i •n exp(- Allxj - x j +1 ln 

hold for j < n in all points (xl> .•. , x j, X j+l> ••• , xn) which 
are totally spacelike3 simultaneously with 
(xl> "', Xj+l> xi> x j +2,"', x"). Since 'Y> 1, a well-known 
result by Borchers and Pohlmeyerl3 directly implies 
locality of A,.(x). This contradiction shows that the bound 
for tl-le extension of the field commutator outside the 
light cone predicted by Constantinescu and Taylor
which would be extremely powerful-unfortunately does 
not hold in general. 

6. STRICTLY LOCALIZABLE GENERALIZED 
FUNCTIONS 

Although it is obvious that finiteness of the order 'Y 
of a field A(x) on a Jaffe spacez C,. implies definite ex
tension of the field commutator outside the light cone, 
we doubt whether this holds for all fields on SS(R4), 

0"" s < 1, as well. Unfortunately, one does not have an 
interpretation of "extension of the commutator bracket 
outside the light cone" in terms of familiar notions for 
arbitrary nonlocalizable fields. This problem does not 
arise, however, if the "nonlocalizable" field A(x) on 
SS(R4), 0"" s < 1, has an extension to a field A '(x) on 
some larger test space C which allows the definition of 
"support" of a generaliz ed function on C. Definite ex
tension of [A(x), A(y) 1 outside VB would then be naturally 
interpreted as supp [A (x) , A(v) 1 <1 VB' 

Therefore, we shall introduce a generalization of 
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Jaffe's definition of strict localizability. Presumably 
the extended class of strictly localizable fields contains 
fields with finite order 'Yand supp(A(x),A(y)]C Va. As a 
preliminary step in this direction we shall give corre
sponding c-number examples in Lemma 5. 

In the spirit of Jaffe2 a field theory is called strictly 
localizable, if the field operators are defined on a test 
space C containing" sufficiently many" test functions 
with compact support. We call such spaces" local" and 
generalized functions on such spaces strictly 
localizable: 

Definition 4: Let C be a test space over R". C is 
called local iff the following conditions are fulfilled: 

(i) C (U lE/) j) iS14 contained in the closed linear hull of 
U JETC (0 j) for every family of open sets 0 J C R", j E I 
(J an arbitrary index set). 

(ii) C (0) is a dense subset of L2(0) for every open sub
set (j C R". 

The characterization of these spaces as "local" may 
be justified by the following: 

Remarks: (1) As usual, the support of a generalized 
function F on C can be defined as the complement of the 
set of all points having a neighborhood, where F= O. 

(2) Then F«(fI) = 0 for every cp EC with supp cp n supp F 
=0. 

(3) F is completely known, if it is known on some 
neighborhood of every point X E supp F. 

Moreover, local test spaces allow the following: 

Definition 5: Let C 1, C 2 be test spaces over R" and 
assume C 1 to be local. Let 0 be an open subset of R", 
and letiYl be a mapping from C 1 (0) into C 2o' Then we say 
that 11'1 can be extended to a mapping from {F E C: : supp F 
C (j} into C ~ iff there is a linear continuous mapping If! ' 
from C 20 into C 1 with 

for all CPl E C (0), CP2 EC 2" 

The extension of lYi is defined by 

J dx(!n F)(X)cp(X) 

"'JdxF(x)lrl'cp(X) forqJEC 2 • 

Remark: Definition 5 is allowed since, by condition 
(ii) of Definition 4, 1f/'CP2(X) is unique for XEO. 

A useful criterion for condition (i) of Definition 4 is 
given by 

Lemma 4: Let C be a test space over R" fulfilling the 
following conditions: 

_ (i) for every pair of precompact open sets 0 11 O2 with 
(jl COzCR" there is a multiplier k inC with 

{

1 for X EOl 
k(X)= 

o for X i02 ; 

(ii) for every open set (jc R n
, C «(j) nO is dense in 

C (0). Then condition (i) of Definition 4 is fulfilled" 
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Proof: See Appendix Ao • 

The Gel'fand spaces7 SS, S > 1, the Schwartz spaces15 

5, LJ and the Jaffe spaces2 C g are well-known examples 
for local test spaces. The class of local test spaces as 
specified by Definition 4 is considerably larger, how
ever. This may be illustrated by the following example: 
ForsE(0,1), tlEZ+, letCS(R")bethesetofallC~
functions cp fulfilling 

IICPII~,e,A '" sup 
a,J3EZ" lSI "N + 

sup A-lala-""'llxIINlcp<a+s)(x)I 
xER" 

Itxll~eJal 

for arbitrary positive A, ~, N, endowed with the natural 
topology given by the family of norms Ilcp II~ ,e,A' 

Corollary 4: The test space C S(R"), 0 < s < 1, is local. 
The test spaces LJ (R") and SSO(R"), O~so<s, are con
tained in CS(R") and their topology is finer than the trace 
topology relative to C S(R") 0 

Proof: See Appendix Bo • 

The spaces C S(R4) are well suited for field theory, 
since all the usual operations on generalized functions 
on C S such as partial differentiation, multiplication with 
polynomials, coordinate transformations, etc., are de
fined by Definition 5 in the familiar way, Operator pro
ducts A(x1)·· • ACt), finally, have a natural definition 
onCS(R4)~ •.•• ®.CS(R4) (compare Ref. 4, Appendix). 

The motivation for introducing these spaces is given 
by the following: 

Lemma 5: Let S E (t, 1). Then there is a generalized 
function F on C S(R4) with supp Fe V, which cannot be 
extended to a generalized function on SS(R4) and the 
Fourier transform of which is an entire function which 
cannot be bounded over R4 by C expllp 111 Is for any C " O. 

Proof: See Appendix C .• 

7. CONCLUSIONS 

We have seen that essential locality is a Lorentz
invariant concept and that it does not impose any re
striction on the two-point function of a scalar Hermitian 
field, even in the massless case. The Constantinescu
Taylor order 'Y of "extension of the commutator bracket 
outside the light cone" was briefly reviewed and proved 
(under some mild restriction) to be ~ 1/(1 - s) iff the 
field is essentially local with respect to SS(R4), S E (0, 1). 
This caused our special interest in the Constantinescu
Taylor interpretation of 'Yo 

For arbitrary So E (0, t 1 we constructed nonlocal tem
pered fields which are not even essentially local with 
respect to any SS(R4) with s > so, but which are essen
tially local and limits of local tempered fields with re
spect to every SS-(R4), S_ E (0, so/2). These examples 
were used to disprove the bound for the extension of the 
commutator bracket outside the light cone predicted by 
Constantinescu and Taylor. In addition, these examples 
show for s ~. 0 

(i) Even for strictly localizable fields locality is a 
definitely stronger condition than essential locality with 
respect to some SS(R4), s <:t. Therefore, we believe 
the extension of the Haag-Ruelle-Hepp scattering the-
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ory to essentially local fields, given in Ref. 4, to be 
really nontriviaL 

(ii) Essential locality, just as locality in the local
izable case, is independent of the other Wightman 
axioms o 

(iii) Unfortunately, essential locality is not stable un
der limits: Even limits of local fields need not be essen
tially local with respect to SS(R4). 

Finally, we presented a generalization of Jaffe's con
cept of strict localizability in order to indicate the pos
sibility that even for finite order 'Y the field commutator 
may not extend outside the light cone, as indicated by 
c-number examples, This generalization does not seem 
to exclude the possibility that local fields, strictly lo
calizable in the generalized sense, may increase strong
er than exponentially in momentum space, 

We believe that essential locality, despite its non
stability under limits, is a useful concepL This has 
been demonstrated in Ref. 4, and we hope to be able to 
prove analyticity properties of the S matrix for essen
tially local fields in a forthcoming paper. 

APPENDIX A: PROOF OF LEMMA 4 

By condition (ii) of the lemma we may assume without 
loss of generality the 0 j to be precompact and I to be 
finite, say I={1, "', Nt, N -1 c Z+. We prove Lemma 
4 for N = 2 only. For arbitrary N the statement follows 
by simple induction, then. 

Let cp c C (0 1 U 02L Then there is a precompact open 
set 0 c R" with () cO2 and supp cp r~Ol U O. By condition 
(i) of the lemma we may choose a multiplier k in C (R4) 
with supp k~ O2 and k(X) = 1 for X '= O. With the 
definitions 

CPl (X) =' [1-1«(X) jcp(X), CP2(X) ==1?(X)cp(X) 

we then have cP = CPl + CP2 and CPj EC ({J j), j = 1,2, Hence 
every CPEC({J1 U {J2) is in the linear hull OfC({Jl)UC(02)' 

APPENDIX B: PROOF OF COROLLARY 4 

We only have to prove that C S(R") is local, because the 
second part of the corollary is obvious. As /) ((J) is con
tained in C S({J) and dense in L2({J) for every open set 
O~: R", condition (ii) of Definition 4 is fulfilled. To 
prove that condition (i) of the definition is fulfilled as 
well, we use Lemma 4. Since we can use suitable multi
pliers inLJ cCs in order to fulfil condition (i) of Lemma 
4, we just have to prove that condition (ii) of Lemma 4 
holds: 

Choose a function d(X) c Sl+s12(R") with 

{

1 for Ilxll < ~ 
d(X) = 

o for Ilxll' 1 

and define dr(X) ='d(X/r) for positive rcc Z+. These func
tions dr fulfill the inequality 

sup 
r-1 (-=z + 
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for arbitrary A, €, N> O. Now, let cP ECS(R"). Then we 
have 

sup Ildrcpll ~,e ,N < 00 

r_1Ez+ 

for arbitrary A, €, N> O. Since, on the other hand, every 
derivative of dr(X)cp(X) converges uniformly to that of 
cp(X) on every compact subset of R n for r - 00, we con
clude: dr(X)cp(X)r=-oo CP(X) in the topology of C S(U) for every 
cP E C S(Q). Since dr Ef) (R n

), this means that condition 
(ii) of Lemma 4 is fulfilled. 

APPENDIX C: PROOF OF LEMMA 5 

Let us define the entire function (T E R1) 

h(T) '" i'i [1 + r 2sT2 exp(2iT) ] 
j=1 

00 

=6 Cj(- iT)2j exp(2ijT). 
j=O 

Since there are positive C, A such that16 

1 C j 1 < cAjr2Sj 

the entire function fAT) is the Fourier transform of the 
generalized function 

00 

fit) = ')] c j o(2j)(t - 2j) 
j=O 

on C S(R1). Therefore, 

'" 
FAx) "'6 Cj O(2i)(X O - 2j)o(x) 

j=O 

fulfills all the requirements of Lemma 5 if h(T) cannot 
be extended to a generalized function on SS(R1). Choose 
a nonnegative function cp Ef) (R1) with 

i(r) ~{: 
and define 

for 1 T 1 < ~ 

for 1 T 1 > 1 

for n E Z., A> 0, Clearly, 162;::1 CPn,A converges in §S(R1) 
for every A> 0, Therefore, it is sufficient to prove that 

00 

')] J dTl.(T)CPn,A(T) 
n=1 

(Cl) 

does not converge for some A> 0: 
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For T E R1 with COs2T? 0 we have the inequality 

11s(T) -fs(mr) 1= 1 J,,:dpR(p) 1 

x 2r2S(T + iT2) exp(2iT) 1 

< 1 T - mr I max [lls(ll1r) 1+ 11s(ll7r) - fs(p) I] 
p('CRl 

I p .. n1T1 :e!;IT_mrl 

x 4(1 + T2)L j-2S. 
j=1 

For suffiCiently large A> 0, consequently, A/12 \ T - mr \ 
< 1 implies \l.(T) - ls(nrr) \ < tls(nrr) , Thus for suffiCiently 
large A>· 0 there are positive constants C, A with 

Re J dTls(T)CPn)T) > ~ls(1l7r) J dTCPn,),(T) :> ~1.(mr)A-ln-2 

x min n [1- j-2 S (T /A)2]2:,- C exp(An11 ") 
1 ('CR1 j=1 

An2 11_nrl <1/2 

and (C1) does not converge, 
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The separating topology for the Lorentz group L 
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Some properties of the Lorentz group L are presented if it is endowed with a topology induced by 
one of the topologies for the Minkowski space M, proposed by E. C. Zeeman. 

1. PRELIMINARIES 

Let M denote Minkowski space, the four-dimensional 
real vector space R\ provided with the indefinite qua
dratic form 

Q(x)=x~ - xi - x~ - xi, 

where x = (xo, Xi, x2 , x3 ) E M. The vectors x of Mare 
called timelike if Q(x) >0, lightlike (or isotropic) if 
Q(x) = 0, and spacelike if Q(x) <0. 

L is the full Lorentz group (all linear maps leaving 
Q invariant). L' is the orthochronous Lorentz group that 
is the subgroup of L whose elements preserve the sign 
of the first coordinate. L: is the subgroup of L' whose 
elements I have the property detl = + 1. 

Using the canonical basis of R4 we introduce the parity 
p by 

p=(p), O";i, j,,;3, 

Poo=1, Pjj:=-l, 1,,; i,,; 3, 

andp/j=O for all i*j. We shall also use the time 
reversal t """ -po 

Notice that L/L:~ V4 where V4 denotes Klein's four
group. By 0; we mean the centralizer of p in L: that is 
to say the subgroup of L: whose elements r have the 
property PrP -1 == r. The elements of 0; are called pure 
rotalions. 

Z is the subgroup of L; whose elements z have the 
form 

z= 
o 
o 

sinha 0 0 

cosha 0 0 

o 
o 

1 0 

° 1 
We introduce furthermore H5, being that subset of L; 
whose elements h have the property php'l=h'l. Notice 
that h=th (th is the transposed of h); h is called hyper
bolic screw. L; has no proper invariant subgroups, cf. 
Ref. 1. 

Let 5L(2, C) be the group of unimodular 2 x2 matrices 
over the complex numbers. As is known, there is a 
surjective homomorphism cp which induces an 
isomorphism 

5L(2, C)/Z2~ L: 

where Z2 is the set 
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The homomorphism cp can be described in the following 
way (cf. Ref. 2): Let x = (xo, Xu x 2 , x3 ) E R4 and let x de
note the Hermitian matrix 

Consider the bijectionj:R4 
- M(2,C), given by f(xl=x. 

Let IE L: and s === cp.l(Z)E S L(2, C). We have the relation 
Ix = sxs*, where x-Ix is a Hermitian map. 

Using matrix language, we may write 

(YO+~1 Y2-iy~=(a f3\(xo+.x1 X2-iX~(~~\ 
Y2+ ZY3 Yo-Yt) ~ O)V!z+lX3 XO-Xl)~ 6) 

where :I' = Ix == (Yo, Y l> Y2' Y3) and s =~ ~)-

We shall also use the group G, that is the group 
generated by L, the group T of translations of M and 
the group of multiplications by a positive scalar of the 
vectors of M. G' is the subgroup of G that we obtain by 
considering L t instead of L. 

There is a partial order « on M given by x« y if and 
only if Q(y - x) > 0 and Xo < Yo' Another partial order 
< on M is given by x < Y if and only if Q(y - x) '" 0 and 
xo"; Yo' We still need the relation <', given on M by x 

<. y if and only if Q(y - x) == ° and xo"; Yo' We introduce 
furthe rmore the sets: 

C(x) = {y! Q(y - x) '-= Or, 
S(x) ={y! Q(y - x) <Or, 

l(x)={y! Q(y -x) >o}, 

rex) ={y !x« y}, 

r(x)={y!y«x}. 

C is the group of bijections of M, preserving the rela
tion« . 

Zeeman3 proved that C and G' coinCide. Zeeman's 
theorem has been generalized in several ways, cf. 
Refs. 4-9. 

2. THE SEPARATING TOPOLOGY FOR 
MINKOWSKI SPACE M 

Usually 1\;1 is endowed with the Euclidean topology, but 
one can argue (Zeeman3

,10) that this is objectionable for 
physical reasons. On the other hand, it is impossible 
to define a topology for M by means of the indefinite 
quadratic form Q in a way similar to the Euclidean 
topology by means of the definite quadratic form. In 
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Ref. 10 Zeeman has proposed several non-Euclidean 
topologies for M related to the Lorentz group L. 
Nanda ll

-
13 investigated them and added some more of 

this kind of topologies. All these topologies have the 
property that the corresponding group of autohomeomor
phisms of M coincides with G and for that reason they 
seem to be physically significant. Unfortunately, they 
are very complicated from a topological point of view; 
for instance, they fail to satisfy the normal property and 
hence they are not metrizable. In this section we shall 
deal with that one of the topologies, proposed by 
Zeeman, that seems to be the most suitable for phySics, 
cf. Ref. 9. We call it the separating topology. Similar 
topologies are also proposed by Cole 14 and Cel'nik. 15 

Let d(x, y) denote the Euclidean metric 

Given x EO M and E > 0, let Nl(x) denote the Euclidean E

neighbourhood of x, given by 

N;C,,)={Yld(x,y) <E}. 

We introduce 

N:(x)=Nl(x)n(c(x)\{x})*, XEOM 

(by v* we mean the complement of a set V). 

Definition: The separating topology for M is the topo
logy, given by the basis of open sets N;(x), x EO M. 

We use the notations Ms for M with the separating 
topology and ME for M with the Euclidean topology. 

Remark: It is also possible to define our topology by 
using only the relations «, <, and <'. That offers the 
possibility of introducing the separating topology in 
more general causal spaces, cf. Refs. 9, 16. 

Let x, y, Z E M; ~,« x« Z and let us write 

OJv,?) =r(y) II r(?) n (C(x)\{x})*. 

Clearly the topology for M with basic open sets OrCv, z) 
is equivalent with the topology with basic open sets 
N,'(x). Notice that Ms is a Hausdorff space; it satisfies 
the first axiom of countability and it is a separable space 
but it does not have a countable basis. However Ms 
is locally connected and path wise connected it is not 
locally compact. From a physical point of view it seems 
to be interesting that on lightlike lines the discrete topo
logy is induced and that on timelike lines and spacelike 
hyperplanes the Euclidean topology is induced, cf. 
Ref. 10. 

Comparing ME and Ms we still note the following 
properties: 

(1) The set 0 is open in Ms and not in ME if and only 
if for all x EO there is an E > 0 such that Ns'(x) e 0 
and there is an x EO 0 with the property (C(x) \{x}) 
n N;(x) n 0*"* ~ for all E > O. 

(2) The subset X of Ms is compact in Ms if and only if 
X is compact in ME and all x E X are isolated in 
xn C(x) (with respect to ME)' 

(3) The group of autohomeomorphisms of Ms is G. 

For details we refer to Ref. 9. 
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3. THE SEPARATING TOPOLOGY FOR 
LORENTZ GROUP L 

This is the main part of our paper; we shall investi
gate the topology for L induced by the separating topol
ogy for M. As is to be expected, Ms induces a topology 
for L, deviating from the usual Lie group topology, such 
as we obtain by considering L as a six-dimensional 
manifold in R. 9 There are several ways to topologize a 
set of maps. In this section we shall deal with the topol
ogy of pointwise convergence. See e. g., Ref. 17. 

A. Introduction 

For each x EO Ms and for every open set 0 eM, we 
define 

(x, 0) = {I EOL: I Ix EO}. 

Let L, denoteL:, endowed with the topology that has the 
family of all sets (x, 0) as a subbasis, and let LE denote 
L:, endowed with the topology, defined in a similar way 
as for L" but coming from ME instead of Ms' The 
family of intersections of sets of the form (x, 0) is a 
basis for the topological space L" each number of this 
basis having the form n7:l (x j , OJ), where Xi E Ms and OJ 
is open in Ms' Notice that Ls is finer than L E , for Ms is 
finer than ME' As we shall show below, L, is strictly 
finer. Notice furthermore that L, is a Hausdorff space, 
for M, has that property. 

It is also possible to describe our topology by means 
of convergence of nets (see, e. g., Ref. 17, p. 77). To 
that end one can define: The net of Lorentz transforma
tions (lJ converges to I in Ls if and only if (lvx) con
verges to lx for all XE Ms' We shall say that a set oeL, 
is open if and only if every net (1 J, converging to an 
element 1 E 0, is eventually in O. Remark that, if the 
net (Z vl does not converge to I in L E, it does not con
verge to l in L,. As we shall show below, the converse 
is also true if we restrict ourselves to time like vectors. 

B. Properties of Ls 

L, is strictly finer than L E • Example. 

. h 1 SIll - 0 
'1 

1 
cosh- 0 

I - '1 
n- O 0 1 ' X == 

0 0 0 

l is the unit element of L:. In L E we find that (In) con
verges to l if 11_00, but lnX=e1/nx, and therefore (In) 
does not converge in L" for In(x)<i N;(x), even for all n. 
Also in the case of space like vectors, there are nets 
converging in L E , but not in L,. The same sequence (In) 
as above, but applied to the spacelike vector y 
=(1,1,0,1), gives us lny)£N:Cv) for all 11. 

Theorem 1: L sand L E induce the same topology on 
the subgroup 0;. 

Proof: It suffices to prove that a net of pure rotations 
(rJ, converging in L E , also converges in Ls (with the 
same limit). Suppose that (rJ converges to r in L E • 

Then we have for all x that eventually {(rvx)}c N;(rx). 
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On the other hand, we know that all rvx are situated in 
the same space like hyperplane through rx and therefore 

{(rvx)}n (C(rx)\ {rx}) = ¢ 

and, consequently, 

{(rvx)}n N:(rx) = {(rvx)} n N;( rx), 

This means that (rvx) eventually belongs to N;(rx). In 
other words, (r) converges to r in L,. o 

Corollary: Ls induces the same topology as LE on 
every compact subgroup of L:, because 0; is a maximal 
compact subgroup of LE and consequently of Ls' 

A semitopological group G is a topological space, 
provided with a group structure such that the product 
map GXG-G, given by (a,b)-ab, (a,bEG), is sepa
rately continuous. See, e. g., Ref. 18. 

Theorem 2: L s is a semitopological group. 

Proof: Suppose that (l) converges to I, L e., (lvx) 
converges to lx, xEMs' In particular, if we consider 
l'x instead of x, then (lvl'x) converges to ll'x. There
fore, for all neighborhoods Oil' of ll' there is a neigh
borhood 0 1 of l such that 0, .[, CO". 0 On the other hand, 
we know that the elements of Ls are homeomorphisms 
of Ms and therefore it follows from (lvx) converges to 
lx that (l'lvx) converges to I'lx for all I' EL, Le., for 
all Oil' there is a neighborhood 0 1 of I such that I' 0 1 

COl'/" 0 

C. The main theorem 

The definition of Ls uses the action of L: on M and the 
topology of Ms' Now we want to give an intrinsic defini
tion of L s' by comparing it with L E • In Sec, 1 we have 
seen that L: is very close to SL(2, C). 

Lemma 1: For timelike vectors x, (Ivx) converges to 
Ix in ME if and only if (lvx) converges to Ix in Ms' 

Proof: Obviously, convergence in Ms implies con
vergence in ME' To prove the converse, we remark that 
the nets, converging in LE and not in L s' are exactly 
those having the property that there is an x such that 
eventually 

(Zvx -Ix, Ivx -Ix) = 0 and Ivx,nx, 

i. e. , 

(rllvx - x, rllvx - x) = 0 and rllv x* x. 

It is sufficient to consider only one timelike vector. We 
choose x' = (a, 0, 0, 0) and note that it is possible to 
transform all timelike vectors, situated on the same 
hypersurface (x, x) = a2

, into (a, 0, 0, 0) by a suitable 
Lorentz transformation (a* 0). The intersection of 
{x 1 (x, x) = a 2

} and the light cone C(x') consists only of the 
vertex x' of the cone. Therefore, the relations 

U-1lv x - x , r1lvx-x)=0 

and Z-llv x' * x' do not hold together. In other words, 
(lv x) converges to Ix in ME implies that (tv x) converges 
to Ix in Ms' 0 

Let <p denote the surjective homomorphism of SL(2, (:) 
onto L: (as introduced in Sec. 1) and let B denote the 
image under <p of the set of upper triangular matrices 
of the form [~ :-d with 10'1 * 1. 

Lemma 2: Let x be an isotropic vector and let (t) be 
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a net of Lorentz transformations. Then (Iv x) converges 
to Ix in M, if and only if 

(i) Iv ~ converges to Ix in ME' 

(ii) no tEL exists such that eventually r-lrlzJEB. 

Proof: Similarly, as in the proof of Lemma 1, it 
suffices to consider only one isotropic vector. We 
choose x'=(l,l,O,O) and (compare Sec. 1) the relation 

Zx=sxs*, 

written out and applied to our Situation, becomes 

Again, we have to exclude nets (I) with the property 
that eventually U-llvx-x, rIlvx-x)=O and rlzvx*x. 
The intersection of {xl (x,x)=O} and the light cone C(x') 
only consists of the line i\ (1,1,0,0), i\ E R, and therefore 
we must look for Iv with rllvx'=i\vX' (i\v* 1). 

Let 

then for such Iv we have 

IOIvI2 *1, OI vYv=O, avyv=O, l)lvI 2 =0; 

in other words, 

1 0' v 12 * 1 and Yv = O. 

Consequently, the 2 x2 matrices in question correspond 
with elements bEB; i.e., rIZv=b or lv=lb. The 
Lorentz transformations, leaving invariant the other 
one-dimensional isotropic subspaces, have the form 
lbZ-I

, where 7 is a suitable Lorentz transformation. 
Summarizing, we have to exclude lv, eventually satisfy
ing the relation ril v = [bZ-l or "i -IZ-ll/ = b. Now the proof 
is complete. 0 

Corollary: Ls induces the discrete topology on the sub
group Z and on its conjugates. 

Proof: As is known the elements of <p-I(z) have the 
form [6 to-il with t E R:, being a subset of B. 0 

Notice that in the case of Z there are two isotropic 
eigenvectors, viz., (1, ± 1,0,0) but in the case of B 
there is only the isotropic eigenvector (1,1,0,0). 

Let C be the image under <p of the matrices [~ ~J of 
SL (2, C) with properties: 

(i) 1 0' 12 - 1 f312 - 1 Y 12 + 1 0 12 = 2, 

(ii) 10I!2_1f31 2*1. 

Lemma 3: Let x be a spacelike vector and let (l J be 
a net of Lorentz transformations. Then (lvx) converges 
to lx in M" if and only if: 

(i) (tv x) converges to Ix in ME' 

(ii) no ; E L exists such that eventually r -lrll J E C. 

Proof: Again we only need one space like vector to 
start with and we choose x' = (0, a, 0, 0), situated on the 

P.G. Vroegindeweij 1212 



                                                                                                                                    

hypersurface (x, x) = - a2 (a * 0). Similarly, as for 
Lemma 2, we find 

Now the intersection of {xl (x, x) = - a2
} and C(x') is 

situated in the hyperplane Xl =a and therefore we have to 
look for the elements of L:, transforming (O,a,O,O) into 
(v, a, vcosu, vsinu), where v*O. 

or 

This means that 

(
1I+a ve-iU)=a(I~12- ~1312 
ve lU v -a \ 0'1' - 136 

v +a=a(10'12_1131 2), 

v - a = a( 1 I' 12 - 161 2), 

ve iu =a(ay-i30), 

and these relations are equivalent with the conditions: 

(i) 10'12_11312_11'12+1612=2, 

(ii) 10'1 2_1,91 2*1 (v*O), 

(iii) (I 0'1 2 - 1 131 2 - 1)2 = 1 iiI' - 1'36 12; 

but condition (iii) is superfluous for it is implied by (i) 
and 0'6 - fYy = 1. Similarly, as for Lemma 2, it turns out 
that in this case we must exclude the nets (l) with the 
propertythateventuallyf-lrllJ=c, withcEC. 0 

Now we are able to state: 

Theorem: Let (l J be a net of Lorentz transformations. 
Then (I v) converges to I in L, if and only if: 

(i) (l J converges to , in L E' 

(ii) no IE L exists such that eventually f-ll-l'J E B U C 
(B and C as defined above). 

Proof: The theorem follows immediately from the 
Lemmas 1, 2, and 3. 0 

Remarks: 

1. The theorem gives us an intrinSic definition of the 
topology of Ls by means of convergence of nets. 

2. The topology of Ms can be recovered from Ls' 
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3. The Lorentz transformations that we have excluded 
for convergence, are exactly those leaving not only 
(x, x) invariant but also the intersections of the 
hypersurfaces (x,x)=p and the light cones in the 
points of contact. In Lemma 1 this intersection 
only consists of one point and in Lemma 2 we found 
the one-dimensional subvarieties. 

4. Probably the condition 10'1 2 - 11312 - 11'12 + I 61 2 =2 
has to do with the roots of the equation s xs * = AX. 

5. The set B U C has the property that 1 E B U C im
plies 1-1 E B U C and therefore L s is a T I-group (see 
Ref. 19, p. 27). As is known (cf. Ref. 1) L, has 
no proper invariant subgroups and hence L, is con
nected (see Ref. 19, p. 28). 

6. Probably L, has any representations that are not 
representations of L E ; these representations might 
lead to new invariants of phySiCS. I did not succeed 
in finding examples of these new representations 
until now. 
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Nonequilibrium entropy 
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It is argued that the expression - K B Trace [(p(t» In(p(t »1, which appears in a stochastic 
treatment of the dynamics of the density matrix is indeed the nonequiIibrium entropy. The reasoning 
involves consideration of the time evolution of the free energy for a relaxing magnetic moment in a 
fluctuating magnetic environment. It is shown that the H theorem, and the monotonic decrease of 
the free energy, as described by Pauli's master equation can be generalized to the full density matrix, 
at least for the case of magnetic relaxation, which requires the presence of off-diagonal density 
matrix elements. 

INTRODUCTION 

In this paper, we shall argue that the expression 

- KB Trace[ (P(t) In(p(t)) 1 (1) 

is indeed the entropy for nonequilibrium behavior in 
quantum mechanical systems o Previously, it has been 
shown that H(t), which is defined by the above expres
sion without the - K B , is a monotonically decreasing 
function of time. 1 However, it was not argued that H(t) 
leads directly to the entropy. Such a connection re
quires a consideration of the physical quantity heat and 
its relation with the above expression. In this paper, it 
will be shown, in the special case of magnetic relaxa
tion, how experimental verification of such a connection 
could be achieved. 

The contention that thermodynamics quantities can 
have meaning in nonequilibrium situations requires 
support. Here, we will explicitly write out expressions 
for internal energy, entropy, and free energy which are 
assumed to be valid for nonequilibrium situations. We 
shall proceed by establishing the close relationship be
tween these expressions and expressions found in the 
ear lier literature on this subj ect. It will be seen that 
such expressions can be reasonably interpreted as non
equilibrium thermodynamical quantities. 

The mathematical context for these ideas is given by 
the stochastic Schrooinger equation2 

in which M"""". =M:."" and iii"""".(l) =2l1:.",, (t) and M"""".(t) 
is a purely random Gaussian stochastic Hamiltonian. 

The corresponding density matrix equation is 

(2) 

in which Po:s(t) '" C:(t)Cs(t), LOI.s",,'s· '" 00:01. .MaG' - owM~OI." 
and £OI.sOI.'s.(I) = oOl."".2l1w (t) - osa.M~OI..(t). The stochastic 
average of (3) is 

~ (Po:s(t) = - iL""s", ·s.(p", 'a.(t) - R",a", 'a'(P" 'a.(I)), (4) 

in which R"s"'a' is given by 

(5) 
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wherein Q"s" 'a' is determined by the second moments 
of iVa" .(1), 

(211",,8(1)2\101. 'S' (8) = 2QOI.a", 's,o(1 - 8). (6) 

The (P0/8(t) in (4) has been used in 

H(f) '" Trace[ (P(t) In(p(t)) J 

to prove that 

d 
-H(t)·<: 0 
dt ' 

(7) 

(8) 

which is an H theorem for quantum mechanical sys
tems" 1 This H theorem differs from previously publish
ed H theorems for quantum mechanical systems which 
instead show that if, at t = 0, (POl.s(O) has no off-diagonal 
matrix elements, then H(I) < H(O) for t· 0. 3 However, 
for s . 0 as well, it can not be decided whether or not 
H(8)' H(t) when t· s. Therefore, the H theorem given 
by (8) is much stronger, and closely related in form to 
Boltzmann's original H theorem for classical gases. 4 

If we now shift attention to consideration of a subsys
tem in contact with a heat reservoir, we can get an equa
tion for the time evolution of the subsystem alone, which 
is5 

wherein T iii 'j' satisfies a detailed balancing condition 
given by 

T iji • j' = Tt. j'ij exp[ - (li2KB T)(E i + Ej - Ei' - E j .) J. 
(10) 

In (10), T is the temperature of the heat reservoir. The 
interaction between the sybsystem and the reservoir 
has been assumed to be an energy conserving, stochastic 
interaction which leaves the reservoir always in equili
brium while the subsystem relaxes. The T iWj ' comes 
from the average over the stochastic interaction followed 
by a trace over all reservoir states. Equation (9) has 
been used to show, for the case of magnetic relaxation 
by a spin ~ magnetic moment in a fluctuating magnetic 
environment, how the Block equations are rigorously 
constructed. 6 In general, Eq. (9) with (10) leads to the 
canonical equilibrium density matrix asymptotically in 
time. 
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EARLIER THEORIES 

The Pauli master equation 

~p",(t) =L [w",sPs(t) - wBctP",(t)], 
dt s 

(11) 

in which W"'S = Ws", and WaS> 0 for a'" t3 has been used 
as a model for nonequilibrium thermodynamics. 7 The 
P", (t)' s correspond with the diagonal density matrix 
elements: P'" (t) = (POI'" (t». Pauli's equation does not in
clude off-diagonal density matrix elements. Its original 
appeal stems from the fact that 

H(t) '" []p '" (t) InP '" (t) 
a 

is montonkally decreasing, as is readily seen from 
(11) by 

:tB(t)=L :tp",(t)lnP",(t) 

'" 
=2:)2:)[W",sPs(t)- Ws",P",(t)]lnP",(t) 

'" s 

'" s 

.; O. 

(12) 

(13) 

To prove (13), we used W"'s= WS'" and L:.,.P",(t) = 1 for all 
t. The identification of - KBB(t) in this case with the 
entropy is very natural because the microcanonical equi
librium distribution for the probabilities, P~q, as deter
mined by equilibrium statistical mechanics, is 

P~q=l/N whena=1,2, .•• ,N. (14) 

Consequently, 

-KB[]P~qlnP~=KBt ~ InN 
'" ",:1 

(15) 

or 

S-5 0 =KB InN. (16) 

This is the Boltzmann-Planck formula for the entropy, 
5 - So, when there are N states, each equally probable. 
Thus, Pauli's formula for - KBB(t) surely gives the 
correct nonequilibrium expression for the entropy. 

There is more appeal to Pauli's equation then this. If 
we again consider a subsystem interacting with a heat 
reservoir, Pauli's equation becomes 

(17) 

in which T",s = Ts", exp[- (l/KBT)(E", - Es)] is the detailed 
balancing condition. 8 It is therefore natural to take for 
the free energy the expression 

F(t) =Lp", (t)E", + TKB Lp",(t) lnP",(t) (18) 

'" '" 
since the first sum is surely the internal energy, even 
in nonequilibrium situations, and the second sum is the 
negative of T, the temperature, times the nonequili
brium entropy. Using (17) with the detailed balancing 
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condition, we get 

d d- d ( 
-d F(t)=L-

d 
P",(t)E", +TKBD dIP",(t)lnP", t) 

t '" t '" 

=2:)L[T",sPS(t) - TBctP",(t)]E',. 
at S 

+ TKB.0[] [T",sPs(t) - T BctP",(t)] lnP'" (t) 
a S 

=t LL[T"'SPs(t) - Ts",Pa(t)](E", - Es) 
a S 

.; O. (19) 

Thus, the free energy monotonically decreases to equi
librium, as it should. 

The identification of - KBB(t), in this case, with the 
entropy is again very natural because the canonical 
equilibrium distribution for the probabilities, P~, as 
determined by equilibrium statistical mechanics, is 

P~ = (l/Q) exp(- Ea/KBT) 

where Q=L:.,. exp(- Ea/KBT). Now, note that lnP~ 
= - InQ - (l/KB T)Ea • Consequently, 

- KB Lp;: lnP~q =KB LP~q InQ + (l/T) Lp;:Ea 
a '" at 

=KB lnQ + (l/T)U, 

where U is the internal energy. In addition KB lnQ is 

(20) 

(21) 

- (l/T)F, where F is the Helmholtz free energy. So we 
have 

- KB .0p~q lnP~q = - (l/T)F + (l/T)U (22) 

'" 
or 

S= - KB Lp~ lnP;:, 

'" 
where S is the entropy. Thus, Pauli's formula for 
- KBB(t) surely gives the correct nonequilibrium for the 
entropy. 

The shortcoming of this approach is that restriction 
to diagonal denSity matrix elements only is physically 
unrealistic. In the case of magnetic relaxation for the 
spin t magnetic moment, we need the full denSity matrix 
because the off-diagonal density matrix elements give 
rise to the transverse relaxation of the magnetization. 6 

The diagonal density matrix elements only contribute to 
the longitudinal relaxation. In general, even though the 
equilibrium density matrix will be diagonal only, the 
nonequilibrium density matrix will possess off-diagonal 
density matrix elements. Equations (9) and (10) are the 
generalization of Pauli's equation (17). 
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FULL DENSITY MATRIX TREATMENT 

We argue that the natural analog of Pauli's H(f) is 

Trace[(p(t)) In(p(t»], (23) 

wherein the logarithm of a Hamiltonian matrix is de
fined through its diagonal representation. 1 Equation (23) 
reduces to (22) when (p(f» takes on its equilibrium value 

(Pij(t»- (l/Q)ojj exp(- E;/KBT) (24) 
t-~ 

in the case of a subsystem in contact with a heat reser
voir. It has already been proved that H(t) as given by 
(23) for an isolated system is monotone. 1 We shall now 
show, for the case of magnetic relaxation, that 

F(t) '" ~(Pji(t))Ei + TKB Trace[(p(t)) In(p(t)] (25) 
i 

is also monotone when (Pij(t» satisfies (9) with (10). 
This theorem appears to be difficult in general, so we 
shall give a proof for the magnetic relaxation case only. 
Equation (25) is clearly the natural generalization (1S). 

MAGNETIC RELAXATION AND MONOTONICITY 

For a spin ~ magnetic moment, i and j in (Pij(t) take 
on only two values. Therefore, (Pij(t» is a 2 x 2 
Hermitian positive definite matrix. The values for 
T jji •j • can be worked out and are6 

Tijij=2Q"'Y+2QZ, it), 

Tijji=O, it), (26) 

that (d/dt)A+=- (d/dt)A_, Therefore, 

d d d 
df F(t) = E1 dt (Pu (t) + E20 dt (P202o(t)) 

(
d ) A+ 

+ TKB dt A+ In A_ • 

Similarly, (Pu (t» + (P202(t)) = 1 for all t so that 
(a/ atl(Pll (t) = - (d/ dt)(PZ2 (0). Therefore, 

d . d (d) A+(t) 
df F(I) = (E1 - E2) df (Pu (t» + KB T df A+(t) InAjt)· 

To get (d/dt)A+(t), we find 

~~ A+(t) = H 1 - 4 det(p(t» J-1 12[_ 4 ~ det(p(t» ] ' 

Using (9) and (26), one gets 

d 
dt det(p(t)) 

= <Pll)(P22) + (Pu)(P2.~ - (/Jd(P21) - (P1~<P21) 

= - 4Qx'Y(1/QR) exp(- E2/KB T)(PU)(P202) 

+4Qx'Y(1/QR) exp(- EdKBT)(P22)2. 

- 4Qx'Y(1/QR) exp(-EdKB T)(Pu)(Pz~ 

+ 4Qx'Y(1/QR) exp(_ E2./KB T)(Pll)2 

+ (2Qx,y + 2QZ)«P1~(P21) + (P1~(P21» 

= 4(Qx,y + QZ)(Pd(P2.1) _ 4Qx'Y(PU)(P2~ 

+ 4Qx'Y[(1/QR) exp(- E1/KB T)(P2~2 

+ (l/QR) exp(- Ez/KBT)(PU)2J 

(29) 

(30) 

(31) 

(32) 

Tiiii = 4Q"Y[1- (l/QR) exp(- EjKB T)J, 

Tijjj = - 4Qx'Y(l/QR) exp(- EJKBT), it) = 4(Qx ,Y + QZ)(P1~(P21) - SQx,y(Pu)(Pz~ + 4Qx'Y(pn)(P22) 

where QR = exp(- EdKB T) + exp(- E2o/KB T) and QX,y and 
QZ are the second moment correlation strengths for 
transverse and longitudinal magnetic fluctuations in the 
magnetic environment. To get the time derivative of 
F(t) in (25), we proceed in the following way. 

(p(f) has two eigenvalues given by 

+ 4Qx,Y[(1/QR) exp(- E1/KBT)(Pd 2 

+ (1/QR) exp(- Ez/KBT)(pU)2] 

= 4(Qx,y + QZ)(P12)(P21) - SQx'Y(Pn)(Pz~ 

+ 4Qx'Y(1/QR) exp(- El/KB T)(P22) 

+ 4Qx'Y(1/QR) exp(- E2/KB T)(Pll) 

A± = l ± l Vl- 4det(p(t». (27) 
since (l/QR) exp(- .c1/KBT) + (1/QR) exp(- E2/KBT) = 1 
and (Pu) + (P2~ = 1, 

The positive definiteness of (p(t» restricts the determi
nant so that ~ - det(p(I)). Equivalently, A, are both posi
tive eigenvalues, and it is clear that A+ + A_ = 1 as should 
be the case for the eigenvalues of a density matrix. The 
entropy term in (25) can be written as 

TKB Trace[ (p(t) In(p(t» J = TKB (A+ InA+ + A_lnAJ (2S) 

since the trace is invariant under a unitary similarity 
transformation. Moreover, A+ + A_ = 1 for all t implies I 

~ F(t) = (E1 - E2)4Qx,y ~R ~xp - K~~ (pd - exp (- K:i) (Pu)] 

Again using (9) and (26), we get 

d 
(E1 - Ez) df (Pn (t» 

= (£1- E2)4QX,y ~Jexp (- K;T) (P202) 

- exp (- K~i) (PU>]' 
Therefore, 

(33) 

{4(Qx,y + QZ)(P12)(P21) - SQx'Y(P11)(P22.) + 4Qx, Y(1/QR)[exp(- EdKB T)(P22) + exp(- Ez/KB T)(Pll) J} In A+ (34) 
-KBT v1-4det(p{t) A_' 

To see monotonicity in (34) we must express various of the terms in different form, using!3 = l/KB T; 

1 (l/QR)[exp(- !3£2)(Pll) - exp(- !3E1)(P2~ ](Pu) - (P2~) 
QR [exp(- !3 E2o )(Pll) - exp(- !3.E1) (P202o)] «Pu) - (P22» 
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(l/QR)[exp(- i3 EZ)(Pll)Z + exp(- ,BE1)(Pzz)Z] - (Pu)(PzZ> 
<P11) - (Pzz> 

(l/QR)[exp(- 13 EZ)(Pll)2 + (Pll)(PZZ» + exp(- /3E1)(P22)2 + (P22)(Pll» J- 2(P11)(PZZ> 
(P11) - (Pzz> 

(l/QR)[exp(- /3EZ)(P11) + exp(- /3 E1)(Pzz> ] - 2(P11)(PZZ) 
= (P11) - (P2Z> 

(35) 

Therefore, 

(E1- Ez)4Qx"(1/QR)[exp(- 13 E1)(PZ2) - exp(- i3 Ez)(Pu)] 

=K
B 

T [4Qx"(1/QR)(exp(- i3E~:)l~ ~:~p(- 13 E1)(pzz» - 8QX "(Pll) (Pzz) ]In exp[ - i3(El - Ez) ]. (36) 

Consequently, 

~ F(t) =Ks T(4Q
X

" ~R [exp(- ,BE2)(pu) + exp(- i3 E1)(Pzz» 

- 8QX"(P11)(PZZ» (Pu) ~ (P2Z) In(::~~= ~~D 
+ 1 In A_) 

,; 1- 4 det(p(t» A+ 

+ K T4(Qx" + nz)(P \(P ) 1 In A_ 
s '¥ 121 Zl,; 1 _ 4 det(P(t» A •• 

(37) 

From (27) it is seen that 

.j 1- 4 det<p(t) = A. - A_. (38) 

The second summand in (37) is, therefore, 

KB T4(Qx" + QZ)(PIZ)(PZ1) [1/(A+ - AJ] In(AjA.) ,,-:; O. (39) 

If the first summand in (37) is also nonpositive, then 
we will have monotonicity. To see that this is so, we 
first note that 

!Additionally, 

A_ t - r(1 + (PIZ>(P21) /yZ)l /2 '" t - r _ (pd 
A+ t + r{1 + <P12)<PZ1)/?)1I2 ~ t + r - (Pu) 

since the numerators satisfy t - r(1 + (PIZ)(PZ1) / yZ)l /Z 

(45) 

,,-:; t - r while the denominators satisfy t + r(1 + (Plz}(PZ1) / 
yZ)l /Z? t + r. Consequently, we get 

(46) 

since the logarithm is a monotone function. Together, 
(44) and (46) prove (40). 

In (37) the first factor of the first summand can be 
written as 

KB T{ 4Qx"(l/QR)[exp(- /3 Ez)(P11) + exp(- flE1)(pzz)] 

- 8Qx"(Pll)(P2z}} 

=Ks T4Qx"(1/QR)[exp(- ,BEZ)(P11) 

- exp( - fl E1 ) (Pzz> ]( (P11) - (PZ2»' (47) 

as is seen from (35). Therefore, for the first summand 
in (37) we get 

_1_ In ~ ,,-:; 1 In (pzz) 
A+ - A_ A+ (P11) - (pzz) (Pu)' (40) Ks T4Qx,y ~R [exp(- ,BEz)(Pu) - exp(- /3 E1)(Pzz) ]«Pu) (Pzz}) 

The proof of (40) requires writing (Pll) and (P22) as 

(41) 

where r is positive. This means, of course, that (P11) 
? (P22)' This does not limit the generality of our proof 
because the situation (P22) > (P11) can be treated in a sim
ilar manner, using on the right-hand side of (40) the ex
pression [1/«P2z} - (P11» ]In((Pll)/(PZz}), which is in fact 
equal to the right-hand side of (40). Therefore, we pro
ceed with (41) with t? r? O. Now, from (27) we see that 

A. = t ± t .j 1 - 4(P11)(Pzz} - <P12)<P21») 

= t ± H1- 4(i - yZ - (Plz}(P21»]1 /2 

=t ± r(1 + (P12)(P21)/r2)1 /2. 

Consequently, 

Equivalently, 

(42) 

x[ 1 I (exP(-,BE1») + 1 I A_] 
(P11) - (Pzz> n exp(- ,BEz) A+ _ A_ n A+ 

,,-:; Ks T4Qx,y ~R [exp(- ,BEZ)(P11) - exp(- flE1)(Pzz}] 

x [In (exp(- ,BEl») + In (Pzz)] 
exp(- flEz) (Pu) 

=Ks T4Qx,y ~R [exp(- ,BEZ)(P11) - exp(- flE1)(Pzz)] 

x (In[exp(- fl E1 )(PzZ>J) '" 0 (48) exp(- ,BEZ)<P11) ~. 

The first inequality in (48) follows from (40) while the 
second follows from its form, as was the case in (39). 
Together, (39) and (48) prove 

d 
dt F(t),,-:; O. (49) 

With the full density matrix for this magnetic relaxa
tion problem we have been able to parallel the Pauli 
master equation picture described by (19). One can then 
begin to believe that F(t) as given by (25) is indeed the 

(44) nonequilibrium fr ee energy. 
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EXPERIMENTAL CONFIRMATION 

The principal question is whether or not 

- K B Trace[ (P(t» In(p(t)) 1 (50) 

is indeed the nonequilibrium entropy. In (25) the term 
L:/ E/(Pii(t) is surely the nonequilibrium internal energy, 
so that only (50) remains to be considered" The advan
tage in using this picture of a subsystem in contact with 
a heat reservoir is that the temperature of the reservoir 
is held constant. Consequently, one can use 

- TKB Trace[ (P(t2) In(P(t2)) 1 
(51) 

as the heat exchanged during the time interval from t1 
to t2 " Equation (51) parallels the quasistatic relation
ship dQ = Tds of thermodynamics, and appears plausible 
here because the temperature is constant. Experimental
ly, one must attempt to measure the heat exchanged 
with the reservoir by the subsystem magnetic moment 
and see if the time course of heat exchange follows the 
time course of 

- TKB Trace[ (P(t) In(P(t)) 1 
as determined by (9). Agreement would confirm all of 
the physical assignments for the mathematical expres
sions suggested in this paper. 

Such an experimental test is perhaps quite difficult in 
the case of magnetic relaxation as described here. Two 
considerations must be made to properly test this the
ory. First of aU, we have assumed that fluctuation cor
relations are very short lived compared with the relaxa
tion times. This is evidenced in Eq. (6). For longer
lived correlations there are reasons for believing that 
the initial stages of relaxation do not show monotonic 
free energy changes until times of the order of the cor
relation time have elapsed, after which times the relaxa
tion would become monotonic. 9 Second of all, we have 
treated an isolated magnetic moment in a stochastic 
magnetic environment. In reality this separation of sub
system and reservoir may not be so clean, or easily 
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achieved experimentally. Instead, the magnetic moment 
may have nearby neighbors with which there is systema
tic interaction as well as having a stochastic reservoir 
interaction. These nearby neighbors can introduce some 
oscillatory behavior in addition to the relaxation and can 
renormalize transverse frequencies" A more sophisti
cated calculation along the lines given here for the case 
of neighboring magnetic moment interactions, and for 
correlation times of greater length for the reservoir 
magnetic fluctuations may be required before experi
mental confirmation is possible" 

Within the context described by Eqs. (9) and (10), it 
is also desired to find general proof that the free energy 
as defined by (25) is monotonically decreasing, without 
specializing considerations to the magnetic relaxation 
case. 
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Solution of potential problems near the corner of a conductor 
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The Green's function for a space defined (in cylindrical coordinates) by the intersection of two 
half-planes S I ('1'=0) and S 2 ('f=8 where 0 < 8 s 21T) is found by a technique due to 
Sommerfeld. The Green's function (or its normal derivative) is required to vanish on the surface S I 

+ S2 as well as at infinity. When e = m1T/k where k and In are integers, the solytion can be 
written in terms of the Green's function urn for a Riemann space of m windings (in '1'). For 
m = I and 2, U m can be expressed in terms of elementary functions. For m = 3, we find Urn to 
be given in terms of complete elliptic integrals. Application to some simple electrostatic and 
magnetostatic problems is made, particularly for 8 = 31T /2. 

1. INTRODUCTION 

The use of images for solving boundary-value prob
lems in electrostatics and magnetostatics is well known. 
It is not as well known, however, that Sommerfeld l ex
tended the technique to a space consisting of several 
Riemann windings. As a consequence, he was able to 
find the potential of a point charge when the potential on 
a nearby semi-infinite sheet is required to vanish. To 
satisfy the boundary conditions, the images are placed 
in the second winding. Sommerfeld's procedure has also 
been applied to the problem of a charge near a conduc
ting disk. 2-4 (For a more recent review, see Ref. 5.) 

A method of finding the potential for the case of a 
charge near two conducting planes intersecting at an 
arbitrary angle e (see Fig. 1) was also described by 
Sommerfeld. I In Sec. 2 we prove that his prescription 
is correct. Then in Sec. 3 we consider some examples. 
and specifically evaluate the case e = 311 /2. In Sec. 4 
we apply our results to some simple problems in elec
trostatics and magnetostatics. Our conclusions are 
stated briefly in Sec. 5. 

The Sommerfeld technique is of interest now because 
of its use in certain magnetostatic problems associated 
with magnetic levitation of high-speed ground vehicles. 6

•
7 

2. SOMMERFELD'S METHOD OF CONSTRUCTING 
THE GREEN'S FUNCTION 

Let us find the Green' s function G(x, x') for the prob
lem shown in Fig. 1. We use cylindrical coordinates: 
for the field point x=(r, rp, z) and for the source point 
x'=(r', rp'.z'). The boundary 5=S, +S2 is formed by the 
planes rp = 0 and rp = e. The z axis is along the line of 

1219 

(r, </>'z) 

s, 

FIG. 1. Cylindrical coor
dinates of the field point 
(Y, qJ ,z) and of the source 
(y', <p' ,Z'). The z axis is 
perpendicular to the figure 
and is formed by the inter
section of the planes SI 
and S2' 
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intersection of the planes 51 and 52' On 5 we require 
either 0(x, x') or aG(x, x')/an to vanish. Also 0(x, x') 
must vanish as I x I - 00, 0 <: rp <: e. Hence we require the 
solution of 

'\72 G(x, X') = - 411 6(x - x') (1 ) 

in the region V 0 defined by 0 <: rp <: e for all rand z (sub
ject to the boundary conditions). 

The distance between the field and source points is 

R= Ix-x'i =[y2+r'2_2rrlcos(rp_rp/)+(z_z/)2jl/2. 

The Green' s function when there is no boundary 5 is 
simply 1/R. It can be written as 

~ =_1_ f. !(Ci)dCi , 
R 2rri 1:: Rry, 

(2) 

(3) 

where Ret; is found by replacing rp' by the complex vari
able Ci in (2). The function !(Ci) has a simple pole at 
Ci = rp' and C is a contour about rp' (see Fig. 2). Som
merfeld l showed that if we take 

(Ci)= (Ci)=!.- exp(ia/m) 
! !m m exp(iCi/m)-exp(irp'/m) 

(4) 

we can find the Green's function for a Riemann space of 
In windings in rp (m is an integer) as follows. The con
tour C can be deformed to C' _ The points Ci = rp ±iO!l 

+ (Il - 1)211, V= 1, 2, . .. 11'1, are branch points of the in
tegrand where Ci l is defined by (Ci 1 real and positive) 

:.---
1 

I 
1 

c· , , 
1 , 

¢+ ta) ';+2..".+-1° 1 * </>+(m-I) 

0(7\ </> 2". .~?-fJ I -V 
m2". 

';'-io\ l </>+2".-IQ, , </>+(m-I 

I , 
I I , , 
I , , , , , 
I 

jJ-- :'--I 

FIG. 2. Integration contours in the complex 0' plane. Branch 
cuts are denoted by dashed lines. The original contour C en
closes the pole at <p'. The deformed contour C' is expanded 
around the branch cuts. 
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ev : 

~ 4>+(v-I'21T+la, 

~.~(v_-_I'_21T ______________ ~v21T 

FIG. 3. Definition of the con
tour Cv in the complex Ci 

plane. This contour is formed 
by going around the two 
branch cuts lying between 
ReCi = (I' -1)271 and ReCi 
= 21'71. 

ev 

(5) 

The contribution to (3) from the portions of the contour 
C' at Rea = 0 and Rea =m271 cancel due to the periodicity 
of the integrand. The horizontal portions give a van
ishing contribution when taken at Ima - ± 00. Therefore, 
we are left with the contributions from around the branch 
cuts, i.e., 

(6) 

The contour Cv is around the two branch cuts defined by 
a=cp±ial +(v-l)271(see Fig. 3). 

Let us define 

( "") 1 1 f Ja) da U m r, cp, z,r ,cp ,z = -2 . 
711 C

l 
R" 

(7a) 

1 f da 
C 1 T"( C-o-s-=-h-a-l----co..:.:s..:.(;-cp----a')""T] 1'/"'""2 = 2m 71( 2rr')112 

x 1 . 
1 - exp(U/m)(cp' - a)] 

(7b) 

(7b) is obtained by using (5) to write R" as 

R" =(2rr,)1/2 [cosha l - cos(cp - a))1/2. (8) 

By setting a = a' + (v - 1 )271, we find 

da 
[coshal - cos(cp - a)]1/2 

x 1 
1- exp[(i/m)(cp' - a)] 

1 i da' 
= 2m71(2rr')1/2 [cosha - cos(cp - a,))112 

C1 1 

1 
x 1- exp{(i/m)[cp' _ (v - 1)271 - a'l) 
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=umlr, cp, z;r', cp'- (v- 1)271, z'], 

so that 

I/R = t um[r, cp, z;r', cp' - (v-l)271, z']. 
1/=1 

It is straightforward to show thae ,3 

Um(r, cp, z;r', cp', z') 

1 f ~ df3 
= m 71( 2rr')1/2 (coshf3 - cosha )1/2 

"1 1 

x sinh(f3/m) 
cosh(f3/m)- cos((1/m)(cp' - cp)). 

As noted above, um is the Green's function for a 
Riemann space of m windings since it 

(9) 

(10) 

( 11) 

(i) satisfies Laplace's equation (by construction) ex-
cept when (r, cp, z) -(r', cp', z') where it goes as I/R, 8 

(ii) vanishes at infinity, 

(iii) is continuous, and 

(iv) is periodic in cp and cp' with period 2m71 [as can be 
seen from (11)]. 

An alternative derivation of um is given in the Appendix. 

We define u/r, cp, z;r', cp', z') for arbitrary y (not 
necessarily equal to an integer) by replacing m by y in 
(11) [or, equivalently, in (7b)]: 

_ -.1 ..,......,-1~ u = , y71( 2rr')1 /2 
"1 

df3 

x sinh(f3 jy) 
cosh(f3jy) - cos[(1jy)(cp' - cp)] 

(11 ') 

Now for e = Y71 (0 < Y ~ 2), the solution of (1) in region 
Vo which satisfies the boundary condition G = 0 on 5 and 
vanishes as I x I - 00 (0 < cp < e) is 

G(x, x') = u,( r, cp, z;r', cp', z') - u,( r, cp, z;r', - cp', z'). 

(12) 

The proof goes as follows. Clearly u,{r, cp, z; r', cp', z') 
satisfies (i), (ii), and (iii) above. Likewise 
u,(r, cp, z; r', - cp', z') must also satisfy (i), (ii), and (iii), 
the only difference being that the I/R divergence is not 
encountered because cp and cp' are restricted to 
0< cp, cp' < e. Hence G as written in (12) is a solution to 
(1) which vanishes at infinity. We need only show that 
it vanishes on 5. 

The variables cp and cp' enter u, only in the denomi
nator of the last term in (11'). Hence we must examine 
the quantity 

1/{cosh(f3/y) - cos[(1jy)(cp' - cp)]} 

- 1/{cosh(f3jy) - cos[(ljy)(cp' + cp)J} (13) 

to determine the behavior of G on 51 and 52' On 51' 
cp=O so that (13) obviously vanishes on this surface. On 
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S2' cp=I3=Y1T so that cos[(I!y)(cp'=Fcp)l=-cos(cp'!y). 
Therefore, (13) must also vanish on S2' which means 
that G = 0 on S. This completes the proof since G 
satisfies (1) and the boundary conditions. 

If we require the normal derivative aG/an to vanish 
on S instead of G itself, then we must change the sign of 
the second term in (12) to +. The proof proceeds in a 
manner similar to that already given and, consequently, 
is omitted. In summary then, the Green's function for 
the region Vo of Fig. 1 is for I3=Y1T 

G(x,x/)=uy(r, cp, z;r', cp', z') =Fuy(r, cp, z; r', - cp', Z/). 

(14) 

The (-) sign is for G=O on Sand (+) is for aG/an=O on 
S. 

We can relate (14) to the Green's function for a Rie
mann space of m windings (urn) when y is the ratio of 
integers m/k. Consider 

U rn / k(r, cp, z;r', cp', z') 

d(3 

(cosh(3 - coshaY /2 

x sinh(kj3/m) 
cosh(k(3/m) - cos[(k/m)(cp' - cp)] . 

(15) 

Let 

S(x) = sinhkx , 
coshkx - coskil 

(16) 

where x=(3/m and il=(cp' - cp)/m. It is straightforward 
to show that the denominator of (16) is 

k 
coshkx - coskil = 2k-1 n (coshx - cosilv)' 

v=! 

where ilv=il+21T(v-l)/k. Now 

1 a 
S(x) = k ax In(coshkx - coskil). 

(17) 

(18) 

Substituting (17) into (18) and differentiating with respect 
to x, we find 

sinhx ~ 
S(x)= -k- LJ (coshx-cosilv)-l. 

1'=1 

Equation (19) enables us to write (15) as 

urn/k(r, cp, z;r', cp', z') 

(19) 

sinh«(3/m) 
k 

k 

G(x,X')= 6 {urnLr, cp, z;r', cp' + 21Tm(v-1)/k, z'l 
11=1 

=Furn(r, cp, z;r', - cp' + 21Tmv/k, z')}. (22) 

The form of the second term follows from the fact that 
urn is periodic in cp' with period 21Tm so that - cp' is 
equivalent to 21Tm - cp'. 

A simple interpretation of (22) can be given. The 
Green's function for the region Va (defined by 0 < cp < 13 
= m1T /k) is found by constructing a Riemann space of 
m windings. The real source is at cp' in Va (which is in 
the first winding) and the (2k - 1) images are in the other 
windings and/or regions of the first winding not in Va 
(i. e., 13= m1T/k < cp < 21T). This is the result Sommerfeld 
described. Some examples are given in the next section. 

3. EXAMPLES 

In this section we consider some specific examples of 
spaces bounded by two intersecting, conducting planes, 
and we evaluate the appropriate Green's functions. 

A. e = 7r/n (n = integer) 

In this case m = 1 and k = n. From (11), 

u1(r, cp, z; r', cp', z') 

1 

sinhj3 
X . cosh(3 - cos( cp I _ cp) 

(23) 

Setting ~=coshf3, CJ=cosha1 , and T=COS(cp'-ip}, we 
have 

u1(r, ip, z;r', ip'. z'} 

1 1 
- 1T(2rr')1/2 ~-7 

1 1 1 
(24) - 1T(2rr')1/2 (a - 7)1/2 R 

Hence, we obtain the well-known result that 

(25a) 

where 

Rv = {r 2 + r,2 - 2rr' cos[cp - ip' - 21T( v - 1}/nl + (z _ z'n1 /2 

(25b) 

and R~ is obtained from Rv by replacing cp' by - cp'. Here 

x ± (cosh(J3/m) _ cos{(1/m)[cp' _ cp + 21Tm(v _ 1)/k]})-1. the Riemann space has only one winding (corresponding 
1'=1 to real space). 

By definition (11), then 

urn/k(r, ip, z; r', cp', z'} 

k 

= 6 urn[r, cp, z;r', ip' + 21Tm(v-l}/k, z'l. 
v=l 

Hence, the Green's function for 13 = m1T /k is 
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(20) 

(21) 

B. e = 27r (semi-infinite sheet) 

In this case m = 2 and k = 1. It has been worked out in 
detail previously. 1.5 It was found that 

u2(r, ip, z; r', ip', z')=(2/1TR)tan-1[(O'+ 7)/(0'- 7»)1/2, 

(26) 

where here we define CJ= COSh(Cil/2} and T= cost(cp - cp'}. 
In (26) tan-1 is restricted to the range 0 to 1T/2. 
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The Green's function is 

G(x, x') = (2/7TR) tan-1[(a+ T)/(a- T)]l/Z 

'f(2/7TR')tan-1[(a+ T')/(a- 7 ' )]1/2, (27) 

where R' and T' are found from Rand T by replacing q;' 
with - q;'. 

C. (j = 37r/2 (edge of a thick, conducting plate) 

In this case m = 3 and k = 2. From (11) we have 

1 1~ d~ u (r rn z'r' q;' Z')-
3 ''/', , , , - 37T(2rr,)1/2 "'1 (cosh~-coshO!l)1/2 

sinh(J3/3) 
x cosh(!3/3) _ cost(q;' _ q;) 

We now make the substitutions 

~ = cosh(!3/3), 

a= COSh(0!1/3), 

T= cost(q;' - q;), 

so that 

u3(r, q;, z;r', q;', z') 

d~ 1 

(28) 

(29a) 

(29b) 

(29c) 

= rr(2r~')172 [~ [4(~3_~)_3{~_()')Jl/2 (~-T)' 

(30) 

Following Byrd and Friedman, 9 we make a change of 
variables: 

~=a+A(l+x)/(1-x), -1<x<l, 

where 

A = (3<i2 - 3/4)1/2. 

Equation (30) becomes 

u3 (r, q;, z; r', q;', z') = B/l2rr(2rr'A)1 /2(A + a - T) J. 
where 

B=fl 
-1 

(
1 _ X)l /2 

dx -
l+x 

1 1 
l+1]x [1_k2(I_x2)]1/2' 

7] =(A - a+ T)/(A+ a- T), 

and 

k2 = ~(1- 3a/M). 

Equation (32b) can be rewritten as 

B = [2(1') + 1)/1))] 

x f dx/{(l- x2)1/2[1_ k2(1- X2 )JI/2 (1_7] 2x2
)} 

(31a) 

(31b) 

(32a) 

(32b) 

(32c) 

(32d) 

_ (2/1]) t dx/{(I_x2 )1/2 [1- k2(1_ X2)J1/2}. (33) 
'0 

Letting x = cose gives the standard forms for the com
plete elliptic integrals lO

: 

(34a) 

where 

n=17Z/(I-7]Z). (34b) 

Substituting (34a) into (32a), we obtain 
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u3 (r, q;, z;r', q;', z') 

= br(2rr'A)1/2(A - a+ T)]-' [(1-11)-ln(n, k) -K(h)] 

The Green's function for e = 37T /2 is therefore 

G(x,x')=[7T(2rr'A)1I2]-1 ± (I-7]v)-l n (nv,k)-K(k) 
v=l A - (J + Tv 

(1_7]~)-l n(n~, k) - K(k) ) 
'f A _ a + T' , 

v 

where 

IIv = 1);/( 1 -11;), 

17 v = (A - a + T)/(A + a - T J. 
and 

(35) 

(36a) 

(36b) 

(36c) 

(36d) 

The quantities n;. 7];. and T~ are found by replacing q;' 
by - q;' in nv' 17 v• and Tv' respectively. As before. A is 
defined by (31b). a by (29b). and k by (32d). Equation (5) 
define s O! 1 . 

4. APPLICATION TO ELECTROSTATICS AND 
MAGNETOSTATICS 

A. Electrostatic surface charge and potential mapping 

The electrostatic potentia 1 V of a point charge q at 
(r', q;', z') near a grounded conductor of the shape shown 
in Fig. 1 is, according to (14) (in mks units). 

VCr, q;. z) 

= (q/47TE o)[lly(r, q;, z;r', q;', z') -u)r. q;, z;r'. - q;'. ZI)J 

(37) 

for e = yrr. The surface charge density as on the conduc
tor is 

1 av 
a = - E - -. q; = 0 (surface 51)' 

" 0 r oq; 

1 av 
= + E - -. q; =yrr (surface 52)' 

o r aq; 

(38a) 

(38b) 

Let us consider the behavior of as near the corner 
(Le .. asr-O, q;=OorY7T). Sommerfeld1 has shown 
that, for small r, uy can be approximated by 

u)r, q;, z;r', cp', Zl) 

1 [ 1 I (rrl) 1lrJ '" - 1 + Cy cos - (q; - q;) R2 ' 
yRo y 0 

(39a) 

where 
Ro = lr'z + (z _ z,)zy /2. (3gb) 

We have evaluated C y and find it to be 

4 f~ dt 
C y =; (t2 +1)Y" y'=(y+l)fy. (40) 

u 

C
y 

depends only on y. Equations (39) and (40) are ob-
tained by noting that as r - 0 

coshO!l '" exp(0!,)/2 '" [r'2 + (z - Z,)2 Jj2rr' - DO, (41a) 

(coshi3 _ COShO'l)l /2 '" (e6 _ e'" 1)1 (2/.,f2 , ( 41 b) 

and 
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F1G. 4. Traces of equipotential surfaces surrounding a point 
charge q located near the edge of a thick conducting plate 
(II = 371"/2). The point charge is located at point P (r' = I, q/ 
=71"/4). 

sinh(13/y)/{cosh(p/y) - cos[(1/y)(<p - <p')]} 

,., 1 + 2 exp( - Ply) cos[(1jy)( <p - <p')]. (41c) 

From (37)-(41) we find (for either <p=0 or <p=Y7T) 

(r - 0). (42) 

For e < 7T (y < 1), Os vanishes as r1fr- 1 , whereas, for 
e>7T (y> 1), Os diverges as 1/r1-1!Y. For e=7T (y=l), 
Os reduces to 

Os = - qr' sin<p' /27TRg (r = 0), (43) 

a result easily obtained by simple image techniques. 

Figure 4 shows a set of equipotential surfaces sur
rounding a point charge q located near the edge of a 
thick conducting plate (e = 37T /2). The point charge is 
located at r' = 1, <p I = 7T /4. The equipotentials were 
evaluated numerically from Eq. (36a). The complete 
elliptic integral K(k) was calculated from the Gauss hy
pergeometric series 11 in k2

; n(n, k) was obtained by nu
merical integration of its defining formula. 

To find the force on q, we must first subtract the 1/R 
potential due to q from the total potential. Hence we 
are interested in 

V' = V - q/47TEc/L (44) 

We now restrict y to the ratio of integers m/k. The 
subtraction of 1/R is done most conveniently by using 
(10). Hence, 47TEo V' /q may be expressed as the difference 
between Eqs. (22) and (10). 

From m = 1, the required force can be obtained easily 
and need not be written down here. For m = 2, k = 1, 
the forces have been obtained previously5 and will not be 
discussed here either. Let us consider then m = 3, k 
=2 (e=37T/2). First we find 

f.( 
I )_ au3(r,<p,z;r',<ppz /) 

r r , <p, <PI - - ar (45a) 

and 

f. (
I ) __ .! au3(r, <p, z;r', <PI' z') 

w r ,<P,<P1- r a<p (45b) 

for r = r', z = z I, <p and <PI arbitrary. Later we set <p 
= <p' and <PI = <p' + 27Tm(v- 1)/k, etc. Making use of the 
well-known expressions for aKIak, an/ok and an/an, 9 

we find after a somewhat tedious but straightforward 
calculation 

and 

( I sint(<p - <PI) ( 2v'I"'=T + V372 ) 
!w r , <p, <PI) = - 12v'3 r/2 (1- 7)3/2 (v'f=T' + V372)2 ' 

(46b) 

where 

7 =cost(<p- <PI)' (47) 

The force on q is F =- q V V' and is given by 

F/r', <p') = (q2/47TEO) [J j(r' , <p', <p' + 37T) - !j(r' , <p', 37T - <p') 

- !j(r' , <p', 67T - <p') - !j(r', <p', <p' + 27T) 

- !j(r' , <p', <p' + 47T)], j =r, <p. (48) 

Clearly there is no z component to the force. The 
periodicity of u3 has been used in (48) to put all angles 
<PI into the region 0 < <PI < 67T. From (46) and (48) we 
find that (dropping primes) 

1 
- 2 cos (<p/3)[c os (<p/3) + vi 3/2 ] 

and 

B. Magnetostatic current circulation function and 
surface currents 

(49a) 

(49b) 

The scalar potential n of a monopole q at (r', <p', z') 
near a perfectly diamagnetic conductor of the shape 
shown in Fig. 1 is, according to (14) (in mks units), 

n(r, <p, z) = (J.l.oq/47T)[u,,(r, <p ,z; r', <p', z') 

+u,,(r, <p,z;r', - <p',z')] (50) 

for e = y7T. (The boundary condition is an/an = 0 on S. ) 
It is convenient to define a current circulation function 
(or stream function) 

<I>(r, z) = J.l.ol n(r, 0, z) on SI (51a) 
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2.4 

eo 
z 
Q 2.0 
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U 
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::> 
LL 1.6 
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o 
i= 
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a: 
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f- 0.8 
z .., 
a: 
a: 
i3 0.4 
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o I 2 3 
Y _ I _. DISTANCE FROM EDGE 

FIG. 5. The solid curve depicts the current circulation func
tion for the top and side surfaces of a thick conducting plate 
(6 = 3'/1/2), under the influence of a pOint pole at r' = I, q/ = 11'/4. 
The top surface of the plate (cp = 0) is denoted by x, whereas the 
vertical surface (cp=311'/2) is denoted by y. Tbe dashed curve 
depicts the corresponding current circulation function for the 
semi-infinite sheet (6 = 211'). 

(51b) 

From Ampere's circuital law and the vanishing of B 
= - vO inside the diamagnetic conductor, we find that 
the surface currents are given by 

(52a) 

and 

(52b) 

By reasoning similar to that in Sec. 4A, we find that, 
at r = 0, eI> is continuous and 

eI>(O, z) =q/21TyRo• 

The current flowing on 51 away from the corner is 
[from (52) and (53)] 

iT = q (z - Z')/21TyRo (r = 0). 

(53) 

(54) 

The current flowing on 52 into the corner can be shown 
to be given by (54) also. Therefore, current flows 
around the corner and is conserved. The current flowing 
along the edge is found to be [from (39), (40), (50)-(52)] 

(r-O) (55) 

for both Sl and S2' From (55) we see that i. vanishes as 
yl/y-1 for 8<1T (1'<1), diverges as l/yl-1/y for 
8> 71 (I' > 1), and reduces to 

i.=qr' cosrp' /271Rg (r=O) (56) 

for 8 = 1T (I' = 1). Equation (56) also follows from simple 
image theory. 
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When 8 = 21T (I' = 2), it is more convenient to define 
the current circulation function as 

(57) 

In this definition the surface currents iz = ael> jar and 
i~ = - ael> /az correspond to the sum of the currents as
sociated with Sl and S2' This is useful since the two 
current sheets coincide. 

Figure 5 shows the current circulation function q, for 
the top and side surfaces of the thick conducting plate 
(8= 371/2) along with the corresponding current circu
lation function for the semi-infinite sheet (8 = 21T). The 
point pole is located at r' = 1, rp' = 71/4. i is infinite at 
the edge in both cases, but for the thick ;late i z is 
proportional to r- 1

/ 3 at the edge whereas for the semi
infinite sheet i. is proportional to r -1 /2. 

The force on the monopole q is F = - q VO', where 
0' =0 - IJ.oq/471R. The calculation of F is the same as 
for the electrostatic case (Sec. 4A) except for the sign 
of certain terms. The result for the case 8=371/2 (y 
= 3/2) is (dropping primes) 

LLq2 
F _...!.::ll:L.... 

~ - 1671r 
- - v'3 + :-----;-c~-,--~____,."..--;-::_;_ (
4 1 
3 2 cos (rp/3)[cos (rp/3) +v'3/2J 

+ 1 ) 
2 sin(rp/3)[sin(rp/3) +5/2] 

and 

(58a) 

F =_ J..Loq2sin(2rp/3) ( cos(rp/3)+v'3/4 
~ 96v'31Tr2 [cos (rp/3»)3[cos(rp/3) + v'3/2J2 

sin(rp/3) +v'3/4 ) 
-=---[ ~--. 

sin(rp/3)p[sin(rp/3) +v'3/2]2 

5. CONCLUSIONS 

(58b) 

We have derived the Green's function for the problem 
shown in Fig. 1, i. e., for the region 0 < rp < 8 and for 
all rand z. When 8=m71/k (m and k integers), the re
sult can be expressed in terms of the Green's function 
u", for a Riemann space of m windings (in rp) as first 
suggested by Sommerfeld. 1 For m = 1 and m = 2, u'" can 
be written in terms of elementary functions. We have 
evaluated Us here and find it involves complete elliptic 
integrals. 

Our results have been applied to some simple elec
trostatics and magnetostatics problems. In particular 
we have investigated the behavior of the surface charge 
density and the surface current density near the corner 
formed by two intersecting, conducting planes. The 
forces on a pOint charge and on a monopole have also 
been calculated. 

One unsolved problem of interest for applications is 
that of the strip conductor. Although Sommerfeld stated 
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that a transformation to bipolar coordinates would give 
the solution, we found that it gives the Green's function 
for a disk instead. 5 

APPENDIX 

An alternative derivation of um(r, q;, z;r', q;', z') can 
be found by defining 6(q; - q;') lin (AI) below] appropri
ately for a Riemann space of m windings. Let us solve 

'V2u=-(47T/r)6(r- r')6(z-z')6(q;-q;') (AI) 

subject to the boundary condition that u vanishes as r 
or z - 00. The standard solution proceeds by putting12 

6(z - z') = 7T- 1 r dk cosk(z - z') (A2) 
'0 

and 
~ 

6(q;- q;')=7T-1 L EnCosn(q; - q;'), (A3) 
n=0 

where 

=1, n?1. (A4) 

The result isl2 

~ 

= (4/7T)L; En cosn(q; - q;/) 
n=0 

xC dk cosk(z - z')In(kr<)Kn(kr»), (A5) 

where In(x) and Kn(x) are modified Bessel functions of 
order n. The symbol r) (r<) denotes the greater (lesser) 
of rand r'. 

If, instead of (A3), we let 

~ 

6(q; - q;')=(m7Ttl '0 En cos(n/m)(q; - q;')] 
n=O 

(A6) 

in (AI), we will obtain um (m=integer). Definition (A6) 
is appropriate to a space of m windings since 6(q; - q;') 
has period 2mrr. Let 

u=(mrr2r l t En COS!!:... (q; - q;/) 
"=0 m 

xC dk cosk(z - Z') vn(k, r, r'). (A7) 

In cylindrical coordinates 

(A8) 

so that 

: a~ (r ~:n) - (;r ~ -k2
vn =- !rr 6(r-r'). 

(A9) 

For r<r', vn=Aln1m(kr), and, for r>r', vn=BKn1m(kr). 
By integrating (A9) from r' - a to r' + a we obtain 

(Ala) 

Also v n is continuous at r = r'. By making use of the 
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value of the Wronskian, w(Iy(x), Ky(x)] = - l/x, we find 
that A = 47TKn1m(kr') and B=4rrln1m(kr'). Hence, 

4 ~ n 
U == - 0 EnCOS - (q; - q;') 

mrr n=O m 

(All) 

Clearly u is a solution of Laplace's equation except when 
x- x' where it goes as I/R, satisfies the boundary con
ditions, and is periodic in q; with period 2m7T. Since 
Sommerfeldl showed that um is unique, u must equal um' 

We can demonstrate the equivalence directly. It is 
known that13 

1 
= 2(rr')l/2 Qnlm_l/2(coshQl), (AI2a) 

coshQl= (r2 + r,2 + (z - z,)2]/2rr', (AI2b) 

where Qy(x) is a Legendre function of the second kind. 
An integral representation of Q)x) is (QI > a, Rev> - 1) 14 

1 I~ Qy(coshQl) = -
..fi" 

exp(- (v+ 1/2)t]dt 
(cosht - COShQl)l/2 . 

Substituting into (All), we find 

2 ~ n 
u= LEn Qnlm_l!2(CoshQl) cos-(q; - <p') 

m rr..firi n=O m 

(A13) 

..fi ~ n ( ') [ dtexp(-nt/m) 
mrr,;r::y:; ~O En COS;; q; - q; 0: (cosht - COShQl)i/2 

~ n 
x L En exp(- nt/m) COS - (q; - q;'), 
n~ m 

x sinh(t/m) . 
cosh(t/m) - COS[(q;:... q;')/m] (AI4). 
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Equation (A14) agrees with our previous definition of 
um [Eq. (11)]. 
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Cross sections in quantum mechanics 
Enrique Campesino-Romeo* and John R. Taylor 
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The definition of scattering cross sections requires an averaging over wavepackets with random 
impact parameters p; this leads to an integral of the scattering probability over all p in a plane 
perpendicular to the incident beam. We show that, for scattering off a potential which is 0 (I/r Il) as 
r-wJ, the scattering probability is 0 (l/p21l-4) as p-loo. Thus for any f3 > 3, the integral over 
impact parameters is well-defined and convergent. 

1. INTRODUCTION 

The quantum theory of scattering has developed con
siderably in the sixteen years since the beautiful papers 
of Jauch. 1,2 In particular, great progress has been made 
towards proving that, in single-channel scattering off 
"reasonable" potentials, the ideas proposed by Jauch 
are correct-that the asymptotic condition is satisfied, 
and that the S operator is unitary. Most of the results of 
this extensive work are summarized in the book of 
Simon. 3 

However, one part of scattering theory-the definition 
of the observable cross section-has received compara
tively little attention. A realistic definition of the cross 
section must be given, and this definition must be shown 
to lead to the well-known result 

(Here, and throughout this paper, we consider just 
single-channel scattering and follow the notation of Ref. 
4. ) Newton and Shtokhamer5 have emphasized that there 
are two essential steps in defining and calculating the 
cross section. First, the measured cross section is 
related to the probability that a scattered particle be 
observed in a given cone in position space; however, 
the quantity that is theoretically accessible is the prob
ability for a scattered particle to be found with its mo
mentum in the corresponding cone in momentum space. 
Dollard6 has shown that, as one would certainly expect, 
these two probabilities are equal. Thus one can take as 
the starting point of the theoretical discussion the mo
mentum-space probability 

(1.1) 

Here w(C - $) is the probability that the incident packet 
$ be observed to scatter into the cone C with apex at 
the origin; and S $ is the out state corresponding to the 
in state $. 

The second main idea is that in a real experiment one 
uses many different wavepackets which are randomly 
distributed over a wide beam. 7 Thus we must use a suc
cession of packets $" where each $, is a packet ob
tained from some definite $ by a rigid displacement p; 
that is, 

$p(P) = exp(-ip. p)$(p) 

where the vector p, Which can be called the impact 
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parameter, takes on values in the plane perpendicular 
to the incident mean momentum Po' If the p are dis
tributed uniformly with density nine over the cross sec
tion of the incident beam, then the total number of scat
teringsB into the cone C is 

NsC(C)=nlnef tfpw(C- 1>,) (1.2) 
p(R 

where R is the radius of the incident beam (which we 
take to have circular cross section). The importance of 
this integration over impact parameters is clear in 
Jauch's original paperl; it was emphasized in a subse
quent paper by Wichmann9

; and has since been described 
in at least two texts (ReL 4 Chap, 3, and Ref, 10, 
Chap, 5). 

We now come to the step that is the subject of this 
paper, One certainly expects the scattering probability 
to be very small for impact parameters p that are large 
compared to the interaction radius, Since the beam size 
R is certainly large compared to the interaction radius, 
this would mean that one can replace the integral (1,2) 
with p <R by an integral over all p: 

f !Ppw(C- 1>,)"'[ !Ppw(C- 1>,). (1.3) 
P(R eo 

With this replacement one can quickly derive the result 
(see Ref. 4, pp.49-51) 

Nsc (C) = nine a(C) 

where a(C) is the cross section for scattering into the 
cone C: 

a(C) = [ dQp I/(P - Po) 12
• 

c 
By chOOSing C to be a small cone of solid angle dQ we 
then obtain the differential cross section dal dQ = I 112. 

That the probability w(C - </>p) goes rapidly to zero for 
large impact parameters p, and hence that one can 
make the replacement (1.3), is certainly a very natural 
assumption. However, we are unaware of any published 
proof of the result, and the result is obviously very im
portant. If the integral over p with p < R does not con
verge as R - 00, we would have the absurd situation 
where the scattering cross section depends on the size 
R of the beam, however large we make R, 

In this paper we consider the scattering of a particle 
by a fixed potential and prove that, for suitable poten
tials, the probability w(C - 1>,) does go to zero as p - 00, 

and that it does so sufficiently fast to justify the converg
ence of its integral over all p. We shall state our pre-
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cise assumptions and results in the next section. How
ever, the essential points can be briefly summ arized 
below. 

We shall show that if V(r) falls off like 1/yll at large r, 

I V(r) I < K/ yIl (r sufficiently large), 

then the outgoing wave (S¢p)(P) falls off at least as fast 
as 1/ p8-2 for large impact parameters; that is (for suit
suitable ¢), 

1 (s ¢p)(P) 1 < K' / pB-2 (p sufficiently large). (1.4) 

This result shows, just as one would expect, that the 
rate of decrease of (S¢p)(P) with impact parameter p 
depends on how fast V(r) falls off with r" 

Since the scattering probability is given by (1.1) as 

w(c - ¢,) = kd3pl (S¢p)(P) 1
2

, 

our result implies that 

w(C - ¢p) < K" / p28-4. 

(1.5) 

In particular, provided {3 > 3 (that is, V falls off like 1/ 
r3+E for some E > 0), w(C - ¢p) falls off like 1/ p2+6(O > 0), 
and the integral r ~pw(C- ¢p) is convergent as required. 

Naturally, we shall need certain additional (and 
quite mild) assumptions on the smoothness of V(r) and 
on the incident wavefunction ¢(P). These details will be 
discussed in Sec. 2. 

2. ASSUMPTIONS, DEFINITIONS, AND RESULTS 

The potential 

Concerning the potential V(r) we make the following 
assumptions: 
(i) For some (3 > 3 and all r> some Ro 

1 v(r)1 <K/r6; 

(ii) Vrc L2(R3); 

(iii) except at a finite number of point singularities, 
V(r) is locally Holder continuous. 

(2.1) 

As mentioned above, assumption (i) is essential for our 
proof. Assumptions (ii) and (iii) are more technical and 
we use them simply to guarantee the validity of some 
standard results from time-independent scattering 
theory. Specifically, Ikebe has shown that conditions 
(i)-(iii) imply the standard relations (2.2) and (2.4) 
below and the boundedness of the stationary wavefunc
tions I/J;(r). [See Ref. 11, Eqs. (2.2), (1.1), and (1.2).J 
These results can be proved under a variety of different 
assumptions, some weaker than ours in some respects, 
as discussed by Simon. 3 

The incident wave packet 

We consider an incident wavepacket given by a mo
mentum-space wavefunction ¢(P) which is infinitely dif
ferentiable and of compact support, 

¢iC C~(R3). 

Further, if Po denotes the incident mean momentum 
(i. e., Po = (p) 4> "* 0), then we require that the support of 
¢ lie in the half-space po Po > O. This means simply that 
all components of ¢ are moving forwards. 
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We define Q' to be the angular half-width of the incident 
packet; more precisely, 

Ci =sup{angle between p and Po:PiC supp¢}. 

(See Fig. 1.) Clearly 0 < a < 7T/2, and in practice Q' is 
of the order of a degree or less. We define the forward 
cone C4> 

C4> ={p: (angle between p and Po) '" a}; 

that is, C4> is the smallest circular cone with axis Po 
that contains supp¢. (See Fig. 1.) Finally, we define 
Pm&;< and Pmln to be the largest and smallest values of I pi 
in supp¢. 

The cone of observation 

We discuss the probability that the scattered particle 
be observed in a circular cone C with apex at the origin 
O. In order to define a cross section we must require 
that C not overlap the forward cone C4>: that is, 

cn C4> ={O}. 

This requirement makes precise the well-known re
striction that one cannot measure (directly) a forward 
elastic cross section. 

The argument and results 

The outgoing packet corresponding to the incident 
packet ¢(P) is 

(S</J)(P) = ¢(P) + ~ f dnJ(p - pu)¢(pu) (2.2) 

where u is a unit vector. (See, for example, Ref. 4, 
p.49.) Since we require (Scp)(p) for p inside the cone 
of observation C, it follows that ¢ (P) is zero. Thus in 
our case we have (replacing ¢ by the displaced ¢p) 

(scpp)(P)=~! f drlJ(P-pu)exp(-ipopu)¢(pu) (2.3) 

with p in the cone C. The amplitude f(P - pI) is given by 
the well-known expression (see, for example, Ref. 4, 
po169) 

f(P-p')=- (27T)2m(p-IVlp'). (2.4) 

Thus we can writel2 

ip f(P - pu) = - (27ft l 12mp f d3r I/J;(r)* V(r) exp(ipu. r) 
27f 

= f d3r Up(r) exp(ipu. r) (2.5) 

CON E OF OBSERVATION C 

/ FORWARD 

--------t'~~==~==~~~--__ ~ CONE C~ 

FIG. 10 Incident packet <p, the forward cone C$. and the 
cone of observation C. 

E. Campesino-Romeo and J. R. Taylor 1228 



                                                                                                                                    

where we have defined 

(2.6) 

The important point about the function U~(r) is that its 
rate of decrease as r - 00 is the same as that of the 
potential. This is because the stationary scattering 
wave zfJ;(r) is bounded (and also continuous) for all r and 
all p in any compact domain not containing O. [See 
Ikebe,l1 Eq. (1.2).] Since we are concerned only with p 
that lie in the cone C and satisfy Pmin ~ P ~ Pmu.' it fol
lows that 

(2.7) 

for some constant Kv for all r, and all p of interest. 

Substitution of (2. 5) into (2.3) and a change of order 
of integration (which is certainly justified) yield 

(S¢,)(P)=j cflrU,(r)j dOuexp[ipu. (r-p)]¢(pu) 

=jcflrUp(r)gp(p-r) (2.8) 

where 

The result (2.8) expresses the outgoing wavefunction 
S¢~ as a convolution of U_(r) and gp(r). Therefore, the 
behavior of S¢, for large p is determined by the behav
ior of these two functions. We have already seen that 
Up (r) has essentially the same bound as V(r)-see (2.7). 
Thus it remains to examine the function gp(~) given by 
(2.9). This function is nearly (but not exactly) the 
Fourier transform of the incident wavefunction ¢(P). 
If it were the Fourier transform, then gp (~) would fall 
off faster than any inverse power of ~ as ~ - 00. Unfor
tunately, the integral in (2.9) is Over angles only (not 
over all p) and the situation is mOre complicated. We 
shall prove in the next section that 

(2.10) 

where K2 is some constant independent of p and ~; and 
also that, provided ~ is outside both the forward and 
backward cones ± C </> ' 

1 gpW 1 <K3(n)/~n (any n, ~ <i ± C",) (2,11) 

where K 3 (n) is a constant depending on the integer n but 
not p or ~. 

Returning to the convolution (2.8) for the outgoing 
wavefunction, we find that 

(2.12) 

We shall show in detail in Sec. 3 that if this integral is 
split into two parts, r;; p cosO', then in the first region 
we can apply the bound (2.11) while in the second we can 
use (2.10). Using the bound I Up(r) I <K4/r'l for large r, 
we obtain 

(2.13) 

for p sufficiently large, and for all p of interest (i. e. , 
all P in the cone C with Pml. ~ P ~ Pmax )' Since n is arbi
trary, (2.13) implies that 

I (S¢,)(P)1 ~K7/P~-2, 

as promised in the introduction. 
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The scattering probability w(C - ¢,) is given by Eq. 
(1. 5) and c an now be bounded as follows: 

w(C - ¢,) = 1 cflp 1 (S¢,)(P) 12 
c 

=Ka/p2(Jl-2) • 

Thus, as anticipated, we see that w(C - ¢,) falls off 
at a rate determined by the decrease of the potential (1/ 
~). In particular, since (3 > 3, w(C - ¢,) falls off like 
some power better than 1/ ~ and the integral of w(C - ¢,) 
over all impact parameters is convergent. 

3. DETAILED PROOFS 

Bound ongp W 
We have to justify the bounds (2,10) and (2.11) on the 

function 

(3,1) 

If we choose spherical coordinates with polar axis along 
~ and label the direction of u by (8, cp), we can rewrite 
(3.1) as 

gpW= r dz exp(- iNz)if> (p,z) 
-1 

(3,2) 

where z = cos 8 and 

if>(p,z) = t r 
dcp rp(pu). 

o 
(3,3) 

Now it can be shown that, if rpc=- C~(R3), then if>(p,z) is 
infinitely differentiable with respect to z on the closed 
interval [-1,1] and that its nth derivative satisfies 

\ °o~(P,z)\ ~K9(n) 
where Kg(n) is a constant depending on n but independent 
of p, z, and ~. 

If we integrate (3,2) by parts, then we obtain 

gp(E) = pi~ ([exp(- iNz)if>(P,Z)]~1 

11 0<P) 
- -1 dz exp(- iNz) oZ (p, z) . 

(3.4) 

Thus, since p '" Pml.' 

IgpWI ~KlO/~ (3.5) 

which is the bound (2. 10) . 

If the polar axis-that is, the direction of ~-does not 
lie in the forward or backward cones ± C"" then the end
point term in (3.4) is zero. In this case we can integrate 
by parts as often as we please and obtain 

IgpWI ~K11(n)/~n (n=1,2," .), 

which is (2.11). 

Bound on (S¢p )(p) 

The scattered wave is given by (2.8) as 

(S¢,)(P)=j d3rUp(r)gp(p_r). 

E. Campesino·Romeo and J.R. Taylor 
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We now split this integral into two parts, r;3: p cosO' , 
where ()I is the half-angle of the forward cone C<I>' (See 
Fig. 1.) If r < p cosa, then it is easily seen that r - p 
does not lie in either ± C<I>' Thus for this part of the in
tegral we can use the bound (306). For the other part we 
use (3.5) and obtain 

I (S<pp)(P) I ,,; Ku (n) f d3r IlrU~~~ ~ 
r<PCOI!lCi 

+K f d3 I Up(r) I 
10 r I r _ pi . 

r>PcosO'. 

In the first term we can make the replacement I r - pi 
> p(1 - cos a ), while in the second we can use the bound 
I U,.(r) I 'SKJt.ll (for p sufficiently large). Thus 

I (S<pp)(P) I ,,; p"(1 ~1~~nja)n f d3rl up(r)1 

+ K12 f d3 1 
.)PCO." r rill r _ pi . 

The first integral is finite, 13 while the second integral 
can be performed explicitly and has the form Kl/ p8-2. 
Therefore, 

I (5 <pp)(P) I ~K~}n) + p~~3 [p sufficiently large], 

which is the bound (2.13). 
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An integral operator expression is formulated for the n -dimensional harmonic oscillator by exploiting 
the U (n) symmetry group of the oscillator Hamiltonian. The operator expression is disentangled 
using a Baker-Campbell-Hausdorff formula appropriate to the dynamical group S p (4:1R) of the 
Green's function. The BCH formula is computed in a faithful matrix representation of S P (4;R). It is 
sufficient to compute the disentangling theorem for the more restricted dynamical group SO (2,2). 

In a previous correspondence1 the Green's function of 
the n-dimensional harmonic oscillator was computed. 
The computation exploited the U(n) symmetry of the os
cillator Hamiltonian and employed an algebraic deriva
tion of the Green's function matrix elements. We return 
to this problem to show how these matrix elements can 
be computed by exploiting a Baker-Campbell-Hausdorff 
formula for a dynamical group Sp( 4; lR) associated with 
the oscillator. 

The Hamiltonian for the n-dimensional oscillator can 
be written 

where 

n 

=nwo"B (alak+t), 
k=1 

P = !!. V = (!!. _0_ , !!. _0_) 
. x . ., ' '', . ., , 
~ ~ uXI tux" 

mwo 
0'= n ' 

(1) 

(2) 

The n2 bilinear operator products a1ak (1 ""i, k ""n) 
commute with the Hamiltonian (1) and therefore generate 
its symmetry algebra, u(n). 

It is useful, for dynamical purposes, to introduce the 
Green's function 

S(~) = (y 11/(H - ~I) Ix) (~*eigenvalue of H) 

It is convenient to express this in dimensionless co
ordinates u = fax, v = .fa y: 

(
0')"/2" 1 1 

S(~'v u)= - "- -- {(v-V )·(u_V)"tv 
, , 7T .f;'o 2"v; Eo _ ~ v • f 

Xexp[- (u' u + V' v)/2], 

(3) 

(4) 

where Eo = nwo(v + tn). A useful integral representation 
for the Green's function is 

S(\;V,u)= - ~ d~ ~"/2-"-1 exp[t~(u-V )'(v-V)] (0')"/2 1 f 
7i "wo •• 
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xexp[- t(u' u+ V· v)], (5) 

where we have introduced the dimensionless parameter 
)1 = ~/nwo and Re{n/2 -)1) > O. It remains to evaluate the 
operator expression under the integral. 

In order to carry this computation out, we will try to 
rewrite the exponential operator product as a product of 
exponential operators in which all the differential op
erators are ordered to the right and all the operators of 
the form u • u, v' v, U· v are ordered to the left. Such 
operator reorderings can be carried out in closed form 
whenever the arguments of the exponential functions 
are elements in a Lie algebra. 

The operators appearing in the exponentials in (5), 
namelyu'v, u·V., v·V., Vu'Vv , u·u, V'V, do not 
close under commutation. However, their commutators 
give rise to four additional operators: t(u' V. + Vu' u) 
=U' Vu + n/2, tty· Vv + V v ' v)=v' V.+ n/2, Vu' Vu' V v • V.' 
These ten operators close under commutation to give a 
realization of the real form sp( 4; lR) of the Lie algebra 
C2 • As a result, standard2 matrix techniques can be 
used to disentangle the product of exponential operators 
appearing in (5). 

To construct the desired BCH formula, we must find 
a faithful finite-dimensional matrix representation of 
the ten operators spanning sP(4; R). The smallest such 
representation clearly consists of 4 x 4 matrices: 

Au(u·V.+tn) o 
+A22 (V' Vv+tn) -

+ Al2 U' V v + A21 V' V. o 
-Au -A21 

-A12 -A22 

(6D) 

B12 2B22 

Bu U • u + B22 v' V 0 
2Bu Bl2 {3 

+B12 U·V - 0 0 

(6U) 

Copyright © 1975 American I nstitute of Physics 1231 



                                                                                                                                    

Cll V' u· V' u + C 22 V' v· V'v 

+C12 V'u' V'v 
-y 

o o 

o 

(6L) 

Here f3 and yare scale factors and (3y = - 1. The Lie 
algebra sp(4; m) is generated by all real 4x4 matrices 
A obeying JA + AT J = 0, where 

0 
0 1 

JC~~ 1 0 
(7) 

- ax 0 0 -1 
0 

-1 0 

In this 4 x 4 representation, the product of the ex
ponential operators appearing in (5) is represented by 

WJ' ·0 - a 
exp x, 

o 0 
(8) 

where ax"" (~ ~) and we have chosen (3 = + 1, y = - 1. The 
exponentials appearing in (8) are group elements in 
SP(4; m). Moreover, both exponentials are simple to 
carry out. since both involve exponentials of nilpotent 
matrices whose squares are zero. The exponential pro
duct appearing in (5) is an abstract group element in 
SP(4; m) whose matrix representative is obtained simply 
from (8) by matrix multiplication: 

I2-t~ax HI2 

- HI2 12 + t~ax 

12 - t~ax ~I2 - ax (9) 

-HI2 12 + ~ax 

We now demand that the group element (9) be written 

Equating the group elements (9) and (10) provides four 
equations which may be solved for the matrices 
N, R, L, M: 

(lla) 

(lIb) 

(llc) 

1 
M = 1- e (I2 - ~ax) = exp(rI2 + sa.), (lId) 

e-2r = 1 - e, tanh s = - ~. ( 12) 

The matrix BCH formula, valid in SP(4: m), is 

8*Jax 12 

expt~ . 
-12 ax rr.1-ax 

exp 
o 0 

o 
=exp 

o o 

;'12 + sax 0 
xexp ( 13) 

0 - rI2 - sax 

---, 

0 0 
xexp 

[- tV(l- ~2)](I2 - ~a) 0 

The desired operator BCH formula is now obtained by 
replacing the matrices in (13) by the operators they 
represent: 

exp[H(u - V'.)' (v - V' uJ] exp[ - ~(U"u + V· v) 1 =0(1)0(2)0(3) 

(14) 

( 
2~ 1 1 + ~2 \\ 

O(l)=exp 1_'~2 u·v-21_~2 (uou+v.v'l' (15a) 

as the product of three group elements, one representing 0(2) = exp[r(u' V'u + v· V'v + n) + s(u' V'v + V· V' u)J, 
differential operators and ordered on the right, another 

( 15b) 

representing operators of the form exp(u· v + etc. ) and ( 1 ) 

ordered on the left, and a third representing exponen- 0 (3) = exp 1 ~~ ~2 [V' u • V'v - H (V' u • V u + V'v • V' .) J . 
tials of mixed operators (u' V'v' etc.): 

(15c) 

~
R 

exp 
o 0 ~+~Ol ~o exp exp 

o lnNJ L 0 

M+RNL RN 

NL N 

(10) 
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The matrix elements of the Green's function S(~; v, u) 
are now obtained by applying the disentangled operator 
on the right-hand side of (14) to the constant function 1. 
Clearly, 

0(3)' 1 = 1, 

0(2),1 =(e2r )n/2=(1_ e)-n/ 2• 

(16a) 

(16b) 

Thus, only the operator U( 1) remains explicitly in the 
integral expression for the Green's function: 

Berendt, Weimar, and Gilmore 1232 



                                                                                                                                    

(
Ci) n /2 

S(\;V,U)= :;r 

( 
2~ 1 1 + e ) xexp 1_~2 u'V-2~(U'u+v.v), (17) 

Remark: In the final Baker-Campbell-Hausdorff 
operator formula only six operators appear explicitly: 
u·v, i(u'u+v'v); (u·V.+v·Vu), (u·Vu+v·v.+n); 
Vu·V., i(vu ' Vu + V.' V.). These six operators span the 
subalgebra so(2, 2) of sp(4; ~), corresponding to the 
Lie algebra restriction C2 + D2• Therefore, it would 
have been sufficient to compute the disentangling theo
rem for this subgroup only. If we define the generators 
J j of the symmetric so(2, 1) subalgebra of so(2, 2) ac
cording to 

J 1 =i(u·v-vu·V.), 

J 2 =i(u,vu +v·V.+n), 

J 3 = i( u . v + V •• V.) (J3 compact) 

and the remaining generators K j according to 

K1 = t(u' u + v' v) - t(V • V + V . V) u u v v' 

1233 J. Math. Phys., Vol. 16, No.6, June 1975 

(ISa) 

K 2 =i(u·V.+VOV u), 

K3 = Hu 'u+ V °V) + t(Vu' Vu + V. 'VV> (K3 compact), 

(lSb) 

we can rewrite (14) as a BCH formula for so(2, 2). Since 
the linear combinations i(J j + K j) and 
i(J j - K j) (i = 1, 2, 3) span mutually commuting subalge
bras of 50(2.2) corresponding to the Lie algebra de
composition D2 =A1 Ef:lA1, we finally get the following two 
BCH formulas for 50(2,1), responsible for (14): 

exp[ 'I' ~(L2 'fL3)]' exp[ 'I' (L1 + L 3)] 

= exp ('I' ~:: (L1 + L 3»)' exp[2(r±s)L2 ] 

. exp (- ~ 1!~ (L 1 - L 3 ») , 

with Lj=i(Jj+K j) ori(Jj-K j), L3 compact. 

lG. Berendt and E. Weimar, Lett. Nuovo Cimento 5, 613 
(1972). 

2R• Gilmore, J. Math. Phys. 15, 2090 (1974). 
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By means of immersion techniques a set of "adapted coordinates" are introduced as preferred 
coordinates for class I space-time. It is proved that the necessary and sufficient condition for the 
adapted coordinates to be harmonic coordinates is that class I space-time be a minimal variety. 
Some interesting features of the embedding approach to curved space-time are also shown in terms 
adapted coordinates. 

1. INTRODUCTION 

Some arguments on behalf of the embedding approach 
to general relativity have been presented by the author 
in a previous paper. 1 In the present note we prove that 
if class 1 space-time2 is a minimal variety3 there 
exist harmonic coordinates, which represent a kind of 
preferred coordinates according to a well-defined geo
metric feature. This property will be proved and briefly 
discussed by means of immersion techniques. 

Einstein's theory of gravitation has an enormous 
gauge freedom, notwithstanding the fact that the princi
ple of general covariance, by itself, is devoid of physi
cal content, for, indeed, every physical theory may be 
written in a general covariant manner 0 4 ,5 On the other 
hand, it is clear that the geometry of some generic 
space-times may admit a class of preferred coordinates 
and that the group of general covariance is therefore 
unnecessarily broad for handling the dynamics of such 
particular geometries. This point of view has been 
stressed by Fock6 in connection with the existence of 
harmonic coordinates as the preferred ones for some 
kinds of gravitational problems. 

The most favored approach to the issue of preferred 
coordinates in general relativity consists in fixing the 
gauge to some extent by impOSing a set of ad hoc coordi
nate conditions directly upon the metric tensor. 7 The 
question thus arises, quite naturally, whether there 
exist some variational principles leading us to the de
sired coordinate conditions,8 i.e., allowing us to ob
tain a set of "optimal" coordinates defined by a station
ary integral property. The study of some extremal be
havior of the coordinates, however, is barren so long 
as we lack the geometric meaning of the variational 
principle involved. 8 In this paper we show that such a 
prinCiple exists for fitting harmonic coordinates in 
curved space-time, at least when the space-time be
longs to the simplest embedding class. As is well 
known, the concept of minimal variety is arrived at by 
generalizing the definition of minimal surface. Thus 
(according to the result to be shown in this note)i for 
curved space-time embeddable in five dimensions, the 
variational principle leading to the harmonic coordinate 
condition9 states that the four_dimensional volume in
tegral must be stationary; i.e., 

oJ~x..j -g(x)=O. (10 1) 

It is interesting to observe that if we handle this prob-
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lem directly, the corresponding Euler-Lagrange equa
tion collapses to a useless identity; namely, we get 

(w-I/2)[(-g)wJ,~=O, (1.2) 

for w= 1/2 in this case. 10 Therefore, a different ap
proach must be followed in order to relate (1.1) with the 
de Donder coordinate condition. 

The present note deals only with space-time geom
etry. The dynamical content of class 1 space -time 
will be discussed elsewhere. In Sec. 2 we prepare the 
five-dimenSional immersion scaffolding. Covariant de
rivatives afforded by the embedding formalism are 
briefly presented in Sec. 3, while in Sec o 4 we analyze 
the second fundamental form of the embedded space
time. Finally, in Sec. 5 the connection between minimal 
class 1 space-time and the existence of harmonic co
ordinates is proved. 

2. THE EMBEDDING SCAFFOLDING AND THE 
ADAPTED COORDINATES 

Let us consider the class 1 relativistic embeddings 
from a synthetic point of view; namely, we consider the 
curved space-time manifold as a given four-dimensional 
(normal hyperbolic) hypersurface E (4)' already 
embedded in a five-dimensional flat space M(5)' In E(4) 

we adopt signature (- 2); therefore, according to the 
local isometric embedding theorem, 11 the pseudo
Euclidean metric tensor belonging to the host space is 
given by TJAB = diag(+ - - - ±), in terms of a system 
{XA} of Cartesian rectangular coordinates. 12 We explicit
ly decompose the fundamental form of i'vi (5) in the fol
lowing way: 

ds 2 = TJAB dXA dXB = TJ~" dX~ dX" + TJ(d~)2, (2.1) 

where, clearly, 1) ~"= diag( + - - -) denotes the usual 
four-dimensional Minkowski metric, and TJ = TJ44 = ± 1. 
We now assume that the embedded E (4) is defined by 
introducing a coordinate relation in M (5) of the form 

E(XA )= E(X,~)= e, (2.2) 

say, where e is a constant o Since we want E (4) to be 
a space-time-like hypersurface, somehow leaning 
smoothly on the (XO,Xr,~,X3) hyperplane (Le., 
Minkowski space-time Iv1 (4»)' we require 

TJTJAB E, A (X)E, B (X) I :> 0 0 (2. 3) 
XEE(4) 

Hence the unit 5-vector NA normal to E (4)' at points on 
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E(4)' in terms of the {XA} coordinates, obtains: 

NA(X)=(177flCE,aE,C)-1/2E,A(X)j c. (2.4) 
Xc.E(4) 

Next we introduce new curvilinear coordinates {XA} 
in the embedding space. These we choose as the fol
lowing adapted coordinotes l3

: 

x"=X", 

X4= E(X",X4), 

so that in terms of these coordinates E (4) is simply 
given by the equation X4 = e (hence the name). The 
Jacobian of this transformation is equal to aE/aX4 

(2.5) 

= E,4' which we obviously assume to be different from 
zero. Then for the inverse transformation of (2.5) we 
write, say, 

X"=x", 
(2.6) 

X4=F(x",x4
). 

If we now define the function </l(x)=F(xv,e), we observe, 
from (2.6), that the following parametric equations hold 
as a definition of E (4): 

X4= </lex). 
(207) 

Hence, for a local isometric embedding we have. as 
usual, 14 

g"V(x)=XA,,,XB ,.17AB' 

and thus we get 

g"v(x)= 17". + 171>"..(x)1>,.(x). 

(2 0 8) 

(2.9) 

Henceforth we use {X"}, i. e., the first four adapted 
coordinates, as a set of internal curvilinear coordinates 
for E (4)' while retaining the old Cartesian coordinates 
{XA} inivl(5)' 

The decomposition (2.9) of the metric g". holds local
ly, at least, over that coordinate patCh on which rep
resentation (2.6), withx4 =e, is valid. Furthermore, 
the stated decomposition of the curved metric has gen
eral tensorial character. 15 The adapted coordinates 
{x"}, however, are preferred coordinates, as are the 
Galilean coordinates in spacial relativity, for they 
bring the flat part of the curved metric g"v to the canoni
cal Minkowskian form 17"v' In paper I we have shown, 
for the general local embedding scheme, that the intro
duction of this special kind of preferred coordinates re
duces the general covariance of the theory, investing 
Einstein's theory of gravitation with a new restricted 
covariance under a group of transformations which 
represents an enlargement of the Poincare group. 15 For 
class 1 space-time this group corresponds to five
dimensional rotations and translations in M (5)' 

3. COVARIANT DERIVATIVES IN THE EMBEDDING 
FORMALISM 

In this section we present some useful formulas which 
will be needed in the following discussion. First we 
observe that (2.3) means that the determinant g(x) of the 
space-time metric tensor gil/X) has the property 

- g(x) = 1 + 1717'" v (jJ , " (x) 1> , /x) > 0, (3. 1 ) 
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everywhere on the embedded patcho The expression for 
the contravariant metric tensor in E (4)' in terms of the 
adapted coordinates, is 

(3.2) 

where 

(3,3) 

and also 

(3.4) 

These relations hold because the "fundamental potential" 
1>(x) behaves as a scalar field on both (curved and flat) 
space-times, 16 Furthermore, it is interesting to ob
serve that the fields g "V, 17"v' 1>,,,,1>;", have tensorial 
character in both space-times. 17 

Finally, for the Christoffel symbols, in terms of the 
adapted set {x"}, we get the expressions 

f }- 17</l."v</l'}. - 171>;,,;v</l;}. ~. r}. (~ 5) 
"V - 1 + 171>,(11),(1 -1 -171>;(11);(1 • "v' , • 

These expressions manifestly define a tensor field 
[r:v(x)' say J belonging both in E (4) and 1'.1(4)' Indeed, 
they represent a space-time tensor whose components, 
once a set of adapted coordinates is introduced, become 
identical with the components of the affine connection. 
Of course, this result is a "virtue" of the adapted co
ordinates only, for, clearly, we have to transform 
these quantities differently (as a tensor and as the af
fine connection) while gOing to a general set of space
time coordinates. In effect, (3. 5) shows that r~ v is that 
part of {:J which always transforms as a tensor while 
using general coordinates; L e., this decomposition of 
the affine connection preserves its geometriC character 
under a general transformation of coordinates, since 
the transformation law obeyed by the Christoffel sym
bols will not mix up the two parts of the affine connec
tion. This result strongly suggests, as does the con
comitant decomposition of the metric, the very special 
character of the adapted coordinates. 

4. THE SECOND FUNDAMENTAL FORM OF CLASS 
1 SPACE·TIME 

The .components of the unit normal to E (4)' at points 
on E(4)O in terms of the {XA} coordinates, can be written 
explicitly as functions of the internal (adapted) coordi
nates {X"}. One finds that 

(N _ 01>,,, 
) "-(1 + Tf1>,v1>,vj1/2 

NA(X)= ~ 
4 (J 

N (1 + 171> 1>' ")1/2 , 
," 

(4.1) 

where we define 

(J- E 14 (x,1>(x» 
-IE

14
(x,1>(x))1 =±L 

It is well known from the Riemannian geometry of sub
spaces that the XA ,,, [cf. Eqo (2.7)J are the components 
of the unit vectors tangent to the x"-parametric lines, 
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in terms of the {XA} coordinates. These are vectors in 
M (5) tangent to E (4)' As vectors in E (4)' their covariant 
derivatives with respect to g-differentiation are 

l
X~ =- TJ¢!,,"¢'~ 

,I';V l+TJ¢.a¢,a 
XA . == 

,/.LIV ¢ 
~ _ ,I'V 

,,,;v-l+7)¢.a¢,a 

(4.3) 

We now calculate the expression for the components of 
of the tensor which gives us the second fundamental 
form of the embedded space-time (we call it the Gauss 
tensor), namely, 

(4.4) 

It is well known that, since the {XA} is a Cartesian set, 
the Gauss tensor is given by1B 

(4.5) 

Therefore, using (4.1) and (4.3), we get 

n,," --;;=G=¢::,=,,="== = -:==G=¢::;::,,::; ~Il ~ 
VI + TJ¢,x¢'~ vl- TJ¢;~¢;~ 

(4.6) 

The trace of the space-time Gauss tensor is, thus, 

5. CONCLUSION; THE ADAPTED COORDINATES 
AS HARMONIC COORDINATES 

(4.7) 

We are now in position to prove the connection, stated 
in the Introduction, between our adapted coordinates and 
the harmonic coordinates. Indeed, the de Donder condi
tion for harmonic coordinates is 

(5.1) 

Therefore, according to our previous results, cf. Eqs. 
(3.2), (3.3), (3.5), and (4.7), we get 

(5.2) 

Let us recall that the necessary and sufficient condition 
for a curved space-time (immersed in a five-dimen
sional space) to be a minimal variety is that the Gauss 
tensor be traceless. Thus we conclude: For class 1 
space-time, the necessary and sufficient condition for 
the adapted coordinates to be harmonic coordinates is 
that space -time be a minimal variety. (Clearly so, 
since ¢, I' == 0 corresponds to Minkowski space-time and 
affords a trivial model. ) Incidentally, this fact tells us 
that for a minimal class 1 space-time the "fundamental 
potential" has to satisfy the equation ¢;" ;" == 0, i. e. , 
the general covariant homogeneous wave equation in the 
curved space-time manifold generated by the potential 
itself! We wish to note this fact here, although this 
paper does not explicitly touch on dynamical questions. 

Since the de Donder coordinate condition forms a con
venient mathematical tool for treating some problems of 
general relativity, it is certainly interesting to have a 
variational principle, with a clear geometriC meaning, 
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related to the existence of harmonic coordinates. We 
have shown, for those space-time metrics which admit 
a five-dimenSional embedding, that the de Donder con
dition is essentially equivalent to the requirement that 
curved space -time be a minimal variety. In other 
wordS, this means that the underlying variational princi
ple related to harmonic coordinates is that (class 1) 
space-time must be a solution of the corresponding 
four-dimensional Plateau's problem. 19 How far we can 
push this principle into physics we do not know. Let us 
remark, however, that a hopeful analogy between the 
soap film minimal surface and the geometry involved in 
Einstein's field equations was suggested by Wheeler 
some years ago. 19 

To conclude, we wish to mention here that the de
tailed study of class 1 space-time deserves some in
terest in itself for, as is well known, many cosmological 
solutions to the Einstein field equations belong to this 
class. 20 
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An approach for evaluating lattice sums is presented, which requires the use of basic hypergeometric 
functions. The sum ~(x IX 2 + X 2X 3 + X 3X. + X.X I + X 2X s)-' is given as an example. 

The motivation for this series of papers1 has been 
the eventual "exact" evaluation of physically important 
three -dimensional lattice sums, principally of the 
madelung type. Two, not entirely unrelated, procedures 
were given in Papers I and II based on the use of theta 
functions and representation theory for integer quadratic 
forms, respectively. As a result the evaluation of sev
eral classes of two-dimensional sums and one three
dimensional sum was achieved. Since then this work has 
been greatly extended by Zucker, 2,3 who provided the 
evaluation of a large number of such sums of high even 
dimension and an exhaustive survey of the simpler sums 
in two dimensions. In addition, since several of his 
sums relate to quadratic forms which lie outside of the 
class considered in II, his work holds promise for 
yielding new information of value in the theory of num
bers. The pessimism, then, that Zucker describes re
lating to the evaluation of new odd-dimensional sums is 
discouraging with respect to achieving the initial aims 
of this research. The motivation of this paper was to 
reexamine our previous approaches to the problem in 
order to find a method not subject to the limitation of 
known theta-or number-theoretic results. We feel that 
SOme limited progress has been made and describe here 
an approach which utilizes the properties of basic hyper
geometric series. The method will be illustrated by 
evaluating a simple five-dimensionallattice sum. 

Both the theta function method and the use of number 
theory provide nothing more than procedures for con
structing q-series identities, examples of which are 
given in I. Another way of systematically obtaining such 
identities is by means of the basic hypergeometric 
series. Due to the presence of a number of independent 
parameters, these functions appear to offer great po
tentialities o The basic hypergeometric functions along 
with a large number of applications have recently been 
described at length in an excellent review by Andrews, 4 

and the reader is referred there for details. 

Let (a)n = (1 - a)(1 - aq) ••• (1 - aqn-1). The basic hyper
geometric function is 

m0n [a1, ••• ,am;q,z] =t (a1)k(a2)k"'(am)/k • 

b1,···,bn /<00 (b
1
)k(b

2
)k ••• (bn)k(q)k 

By extending Andrews' proof of Heine's theorem [Eq. 
(2.5) of Ref. 4] to one additional parameter (and in ad
dition using Andrews' Theorem 2.6) we obtain the 
identity 

302 [a,b,C;q,z] _(c)~(az)~(bz)~ 3 0 2[d/c,e/c,z;q,c]. 
d, e - (d)~(e)~(z)~ az, bz 

(1) 
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Equation (1) is a generalization of the Thomae formula5 

for the ordinary hypergeometric function 3F2 to the 
basic function. As a particular case we take 

z=a=q, b=c=~, d=e=q~ 

so that 

After writing out the sums explicitly and some simpli
fication, (2) becomes 

t [~] 2 q"= 1- ~ t [(q)n]2 ~n. 
n=O (qOn 1 - q n=O (q2)n(q~)n 

(3) 

However, 

(~)n 1 - ~ 
(q~)n = 1- ~q" 

so that (3) reduces to 

~ q" ~ (q)n ~n 
(1 - O?; (1 _ ~q")2 = E (qOn 1 _ qn.1; (4) 

after expanding the denominator on the right-hand side 
of (4) by the binomial theorem and interchanging the 
order of summation, we have 

~ ke-1 1 "" (q)n ~n 
~ 1 - if = 1 - ~ E (q~)n 1 _ q".1 • (5) 

Finally, we operate on both sides of (5) with (d/d~)~ and 
take the limit as ~- q. As a result, we find 

"" k
2 if " qk ( q q2 qk ) L: ---L: --- k+--+--+· .. +-

k=l 1 - if - k=1 (1 - qk)2 1 - q 1 - q2 1 _ qk 

(6) 

(both sides have also been multiplied by q to render the 
result more symmetric). Equation (6) is a q-series that 
apparently has little relationship to a theta function 
identity. 

The two q-series 

~ ~k '" -.!!.L 
1J1 = E (T - ifF' 1J2= ~ (1 - if) 

are familiar in number theory. Indeed, we have 

1J1=E E klifl=~ n(12 1) q"=E (7o(n)q", 

where (7k :n) denotes the sum of the kth powers of the 
divisors of no Similarly, 
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is the generating function for the sum of the squares of 
the divisors of n. 

Now we have from (6) 

If we now expand the left-hand side of (7) in powers of 
q, we find 

S = ~ ~ qkql ~ k ,;;... qit+Sl 
~ 7:1 (1- qk)2(1 - ql) = E E ~ (1 _ qk)2 

~ ~ k 

(7) 

= 6 6 6 6 tift+Sl. (8) 
k=1 8=1 t=1 /=1 

Next, we note that t = no. of ways of writing t = u + v, 
u? 0, v> 0, so that we have 

~ ~ ~ ~ k 

S = 6 6 z= 6 6 if(u+v'+SI. (9) 
k=1 s=1 u=o v=1 1=1 

Finally, to eliminate the restriction on the l-sum, we 
write k = 1 + r to obtain 

~ 00 00 00 00 

5=6 6 ~ L: :0 q(/+r)(u+V'+SI. 
1=1 ,..=1 5=1 «=0 v=1 

The sum in (10) is precisely 
~ 

S=:0 R(n) q", 
fl.=l 

where R(n) is the number of ways of expressing n in 
the form 

As a result of (7) and (11), we see that 

R(n) = CJ2(n) - noo(n). 

Therefore, we have evaluated the five -dimensional 
lattice sum: 
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(10) 

(11) 

"\' 0'2(n)-nO'o(n) ~ ~(1 1) 
=LJ s = LJ LJ kSds-2 - ks-1ds-1 n k=1 d=1 

(12) 

where t: denotes the Riemann zeta functiOn, 

Although we have described an alternative approach 
to the evaluation of lattice sums, we are far from pro
viding an algorithm. Starting from a given sum, it re
quires a good deal of experimentation to determine a 
promising starting point, and even then there is an ele
ment of luck in the process. The result (12) was found 
by tracing backwards through (8) to determine the q
series involved and then relating this to the proper 
basic hypergeometric function. It then required some 
guesswork before the identity (1) was conjectured, How
ever, our main point is that odd-dimensional lattice 
sums can be obtained independently of our previous re
sults and that a systematic exploration with the present 
procedure may provide new three -dimensional results 
of physical interesL 

Note added in proof: Professor G. Andrews has in
formed me that a special case of (1) which includes (3) 
has been proven by N. Hall [J. Lond. Math. Soc. 11, 
276 (1936)] and that (6) was a conjecture of E, To BelL 
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Eigenvalues of the invariant operators of the orthogonal and symplectic groups have been obtained in 
closed form. All semisimple Lie groups, the unitary, orthogonal, and symplectic groups, are treated 
in a systematic way by modifying Perelomov and Popov's method. The eigenvalues of the invariant 
operators for the orthogonal and symplectic groups are then calculated with reference to the unitary 

group. 

1. INTRODUCTION 

The unitary, orthogonal, and symplectic groups have 
played an important role in the development of molec
ular, atomic, nuclear, and elementary particle physics. 
Especially essential are the eigenvalues of the invariant 
(Casimir) operators of these groups which prescribe 
their irreducible representations. 

The eigenvalues of the invariant operators (Cp ) of any 
degree p for all Lie groups have been extensively studied 
by many authors, and the literature in this area is ex
tensive. A number of authors obtained formulas for 
eigenvalues of the invariant operators of low degrees. 
Gel' fand 1 discussed a system of invariant operators. 
Racah2 gave the explicit eigenvalues C2 for any Lie 
groups. Umezawa3 treated Cp up to p = 5 for U(n), Micu4 

C4 of Sp(4), and Wong5 has given recurrence relations 
of C

4 
for O(n). Perelomov and POpOV6

,7 first gave the 
explicit expressions of the eigenvalues of Cp for U(n) in 
closed form, and Louck and Louck and BiedenharnB 
treated the same subject with a different method. Recent
ly Hudson9 has obtained a similar expression for U(n). 
For O(n) Louck1o has obtained a recurrence relation for 
the eigenvalues of the invariant operators. Proceeding 
in the same manner as the unitary group, Perelomov 
and PopovSb have also developed a tensor method to cal
culate the eigenvalues of the invariant operators for O(n) 
and Sp(2n). Although with their method the eigenvalues 
Cp can be calculated in principle by reducing the problem 
to calculating a known matrix (denoted by A) raised to 
the pth power, to our knowledge no explicit expressions 
of Cp in closed form have been obtained. 

Gilmorell has treated briefly the spectrum of Casimir 
invariants for the simple classical Lie groups in a uni
fied manner. The equation he uses is 

(1.1 ) 

where fix) are those terms in the irreducible polynomial 
invariant which depend on the diagonal group generators 
Hi only and R is half the sum of all positive roots of the 
algebra. This equation was first quoted from Racah's 
work by Baird and Biedenharn12 in 1964. Baird and 
Biedenharn demonstrated that the invariant operators 
12 and 13 for SU(3) can be obtained from (1.1), and said 
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further that "Racah has asserted that the result we have 
just demonstrated for SU(3) is true in general." At first 
sight, therefore, it would seem that Eq. (1.1) gives the 
complete solution to the eigenvalue problem of the in
variants of all classical groups. However, it was pointed 
out by Partensky13 in 1972 that this is not so. Partensky 
has explicitly shown that Eq. (1.1) is only true for 12 and 
and 13 invariants of S U(n) and breaks down for higher 
order invariants. Furthermore, it is also easy to show 
that Eq. (1.1) breaks down for higher order invariants 
of the orthogonal and symplectic groups. For example, 
it does not work for the eigenvalues 14 of 0(5) and Sp(4). 
Therefore, Eq. (1, 1) is not the most general solution 
for the eigenvalues of the invariant operators of the 
classical groups. 

The main purpose of this paper is to present explicit 
expressions of the eigenvalues of the invariant operators 
for O(n) and Sp(2n) in closed form. We modify Perelomov 
and Popov's method, treat these groups with reference 
to U(n) , and add correction terms to the A matrix of 
U(n). 

In Sec. 2 the generators and invariant operators of 
O(N) and Sp(2n) are defined. Our method treats the A 
matrix for each O(N) and Sp(2n) with reference to U(N) 
by adding correction terms. In order to do this, the A 
matrix of U(N) has to be diagonalized, This is carried 
out in Sec. 3. We then proceed to modify the A matrix 
of O(N) and Sp(2n) in Sec. 4 by adding (or subtracting) 
another matrix (called F) from the A matrix of U(N). 
We then expand (A ± F)P in matrix powers of F. The ex
pliCit expressions of the eigenvalues of the invariant 
operators are obtained as a sum over four indices. 
Examples of 0(4) and Sp(4) are given. In Sec. 5 an al
ternative method of calculating the eigenvalues is shown 
by directly diagonalizing the A matrices of O(N) and 
Sp(2n). This method only applies to cases when the value 
of n is small. Examples are displayed for the cases of 
0(3) and 0(4). The results of the present paper are sum
marized in Sec. 6. 

2. GENERATORS AND INVARIANT OPERATORS 
OF O(N) AND Sp(2n) 

We use the same generators and invariants as defined 
by Perelomov and Popov (Ref. 6b): 
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c = X. il X. 12 ••• X. ip (2 . 1) 
P f-2 '3 '1 " 

where summation over repeated indices is understood. 

The generators are subject to the commutation 
relations 

[Xj ,x~l = o~x; - o;~ 
~ 0;' ~i - O~iX;J for O(N) 

+ ), k' () (2.2) (lEJOj X~i -Eho_iX;J for Sp 2n • 

For O(N), the generators X; are related to the XiJ 
defined by Racah in Ref. 2b as follows: 

XJ=X,,_j' (2.3) 

Xii is directly related to the root vectors. They in turn 
are connected to the Jij defined by Wongl4 as follows: 

X =_Ao X =B· P+. P' _po. P' 
(2.4) 

Xp_o = Cz (p> q), 

X._P = D:, X o+p = - iE~k+l' Xo_p == - if1k+l' 

The invariants of O(N) are usually written in terms 
of J iJ . (See, for example, Racah,2 Gruber and 
O'Raifeartaigh,15 and Wong. S

) Therefore, at least in 
appearance they are different from the invariants given 
by (2.1). However, it turns out that the eigenvalues are 
the same for both expressions. 

The generators of Sp(2n) are those used by Perelomov 
and Popov. The relationship between these generators 
and the ones defined by Racah (Ref. 2b) has been ex
plained by Perelomov and Popov in the footnote of their 
paper.6 

For the group O(2n), we also introduce the invariant 
operator c~ in order to distinguish between the two non
equivalent spinor representations ~+ and ~_: 

C'-l,E X l1ii "'X i"j" (2.5) 
n-!...J iIi! ••• i n)" " 

where E
ilil

".; jn is the totally antisymmetric tensor. The 
eigenvalues 01 C~ have been obtained by Perelomov and 
Popov already; so they will not be mentioned further. 

3. DlAGONALIZATION OF THE A MATRIX OF 
U(n) AND THE EIGENVALUES Cp FOR U(n) 

We start from the A matrix of U(n) obtained by 
Perelomov and Popov: 

(3.1) 

which is an upper triangular matrix with Al in the main 
diagonal and -1 at all other positions above the diagonal, 
with 

Ai=mi+n-i. 

In order to apply our method to O(N) and Sp(2n), we 
have to diagonaUze this matrix. This is carried out in 
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the following manner. First, we introduce the charac
teristic matrix g(A) defined by 

.If(;\J = (Al - A), 

where I is the unit matrix of order n and its adjoint 
matrix defined by 

(3.2) 

(3.3) 

where Gii(A) is the cofactor of gu in f? Secondly, Gil(A I ) 

for a specific value of A is written in the form of a pro
duct of one column matrix (U lk ) and one row matrix (viJ) 
for k,j=1, .. . ,n, i.e., 

(3.4) 

Next, we use the vectors (U lk ) and (V ik ), obtained from 
all values of A, to construct the U and v matrices: 

u=(U), V=(V ik ). (3.5) 

With these matrices and their inverse matrices u- l 

and v- l
, we can show that A can be diagonalized as 

(3.6) 

where D is the diagonal matrix with the elements D jj 
=AjO jj • 

The matrices u and v are both upper triangular whose 
explicit expressions are 

{ 
TI (Ah -A.-1)TI (Ah-A) for h?-k 

U
kh

= h~J>k J k>i 
o for h<k, 

{ 

TI (;\-A-1)TI (Ak-A.) forh?-!? 
v - h"j>k J i>k ' 
kh- 0 for h<k, 

(3.7) 

whereTIh~j)k (orTIh)i"k) == 1 if h?- j > k (or h > j?- k) does 
not hold, or h=k. The inverse matrices u-1 and v- 1 are 
easily obtained from (3.7) and are also upper triangular 
matrices: 

) TIh>J"k (Ak - AJ -1) for h?- k 
u;;~ = 1 TIh"'JFk (Ak - Aj) 

o for h < k 

TIh"l>k (Ah - AI -1) for h?- k 
v~~ = { TIhFJ"'k (An - A,) 

o for h <k 

(3.8) 

where TIh)J"k (or ·TIh.J>k) = 1 for h = k. By means of the 
matrix E (E IJ == 1 for all i and j) introduced by Perelomov 
and Popov, the eigenvalues of the invariant operators of 
U(n) can be calculated by evaluating Tr(AP E), giving 

C~ = Tr(AP E) == Tr(uVu-1 E) 

_ ~ PTI AI - AJ -1 
-0AI • 

i=l ,#i Ai - A, 

This result was first obtained by Popov and Perelomov 0 7 
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4. EIGENVALUES OF THE INVARIANT OPERATORS 
FOR O(N) AND Sp(2n) 

The A matrices for the orthogonal and symplectic 
groups of any dimension have been obtained by 
Perelomov and Popov. We start by writing down ex
plicitly the A olorS ) matrix (0 or S refers to the orthogonal 
or symplectic group respectively) as a sum (or dif
erence) of A, given by (3.1) in the form of U(N), and a 
correction matrix F. 

For 0(2n) or SP(2n): 

AOlorS) =A± F, 
(4.1) 

where the sign + or - refers to 0(2n) or Sp(2n) respec
tively and 

1 
2 

n 
F= 

n+l 

2n 

12 •.. n n+l •.. 

o 

1 
(4.2) 

o o 

For 0(2n) and Sp(2n) our Ai is related to Ai of Ref. 6b 
(denoted by 1t i ) by 

Ai = ;\jo(, .-,.)/4+l/2+.+i.i 
-J J 

where 

for i > 0 

for i = 0 

for i <0. 

(4.3) 

For 0(2n + 1): Ao =A + F where A is given by Eq. (3.1) 
with Ai = 11. iOi,i+"+l 

1 
2 

n 
n+l 
n+2 
n+3 

2n+l 

12 ... nn+,ln+2 

o 

I 
I 

I 1 

2n + 1 
1 

---------0------ -----

o o 

We proceed to calculate the eigenvalue of Cp by 
evaluating 

{

Tr[(A+F)PE] forO(N) 

Tr(A~(orS )E) = Tr[ (A _ F)P E] for Sp(2n). 

(4.4) 

(4.5) 

In what follows we shall make use of the first expression 
of (3.6) only. Expanding (A + F)P into matrix powers of 
F, we get 
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pOl 

(A± F)P=AP± 6AiFAP-i-l 
i=O 

+ terms involving products of two or more F's 

It is shown in the Appendix that terms involving a pro
duct of two or more F's are all zero, so that 

pOl 

(A ± F)P =AP ± 6Ai FAP-i-l. (4.6) 
i=O 

Making use of (4.5), we have for the eigenvalues of Cp : 

Tr[(A ± F)PE] = Tr(uDu-l)P E 

pol ) 
± Po (UDU-l)i F(uDu- l )P-l-l E 

(4.7) 

The first term on the right-hand side of (4.7) is equal 
to 

~ Ai-Aj-l 
L..J AI!TI , 
i:l • j#i Ai - Aj 

which is similar to U(N) except for the values of Ai' 

where N = 2n for Sp(2n). The second term is the correc
tion term to U(N) , so that the eigenvalues of the invariant 
operators for O(N) and Sp(2n) can be obtained by evaluat
ing this term. 

Calculation of the correction term 

It is convenient to treat 0(211) and SP(211) together, and 
0(2n + 1) separately. The quantities for 0(2n + 1) will be 
denoted by the bracket [+1]. The calculation will be 
divided into four steps by evaluating separately (1) K 
=u-1E, (2) B=2.~:~DiU-1FulY'-i-l, (3) BK, and finally (4) 
Tr{uBK). 

From the explicit expression of Ukh given by (3.7), it 
follows that 

which is independent of the second index j, i.e., each 
column has the s arne elements. 

(2) u- i Fu 

Making use of Eqs. (3.7), (4.2), and (4.4), we 
obtain 

(3) BK 

(4.9) 

With the help of the results (408) and (4.9), we have 

pol 

(BK)tk= 6A: 
j=O 
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for 1 ~ (t, k) ~ n where we have used the relation 
p-1 P AP 
6AI AP-I-1 - An+k[+ll - t (4.11) 
1=0 t n+k[+lJ - A

n
+

k
[+ll - At • 

(4) Tr(uBK) 

The correction term becomes 

XTI2n[+11'.J>n+k[+1I<\+k!t1! - X, -1) 
n2n [+11>J#n+k[+1 J (X n+k [+11 - x) 

(4.12) 

With the correction term expressed in terms of the 
At'S we obtain from (4.5) and (4.12) the eigenvalues of 
the invariant operators of any degree p for 0(2n), Sp(2n), 
and 0(2n + 1): 

k AP X~ x 6 -1 n+k[+l! - t 

'

-1 ut .n-i+1un+J.n+k[+1l, -' 
- "n+k [+11 "t 

x'n2n[+1l"i>n+k[+11 (X n+k [+11 - Xi -1) 
TI2n [+lJ"J#n+k[+1! (X n+k [+ll - X,) , 

(4.13) 

where Urt is given by (3.7). The eigenvalues of the in
variant operators of any degree p have thus been cast in 
closed form in terms of the x/s. Although in (4.13) each 
term is a fractional function of the A;'S, the Cp is even
tually expressible as a polynomial of the AI'S. 

As an illustration of the expression (4.13) let us 
evaluate the eigenvalues C4 (p = 4) for 0(4) and Sp(4). In 
this case (n = 2) we choose the + (or -) sign for 0(4) 
[or Sp(4)] in (4.13) without the brackets. 

The first term of (4.13) is readily evaluated, giving 

+A~(I __ 1 )(1 __ 1 )(1 __ 1 ) 
71.2 - Al ,'1.2 - 71.3 A2 - 71. 4 

It is convenient to use the II 's, rather than the m;'s. 
The X /s are related to the It's as follows: 

For 0(4): 

For Sp(4): 
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Substituting the above values of the Xi'S into Eq. 
(4.14) and rearranging terms, we have the first term of 
(4.13): 

2Z1 + 2l~ - 4l~ - 41~ for 0(4) 

211 + 2l~ + 121~ + 121~ - 40 for Sp(4). 

The correction term in (4.13) becomes 

From (4.8) the column matrix K is given by 

X1-X2 -1)(X1-X3-1)(A1 -71. 4 -1) 
(AI - A2)(X1 - A3)(,\,1 - 71.4 ) 

(,\,2 - A3 -1)(71.2 - A4 -1) 
(A2 - xxl(x2 - 71. 3)(,\,2 - 71.4) 

1 
(71.4 - 71.1)(71.4 - A2)(X4 - 71. 3) 

(4.15) 

(4.16) 

. (4.17) 

With the help of the substitutions of (3.7), (3.8), and 
(4.17) into (4.16), the correction term can easily be 
calculated in terms of the A;'s: 

Tr(uBK)=x:-xi (1- 1 ) 
71.4 - Xl (71.4 - 71. 3)(71.2 - Xl) 

71.4 _71.4 X -X -1 
+~ 3 4 

A3 - Xl (71. 2 - X1)(A3 - 71.4 ) 

+ xi - Ai (1 _ 1 ) 
71.3 - 71.2 \ (A4 - X3)(A2 - Xl) 

+ (A! - Ai)(A2 - Xl -1) 
(A4 - 71.2)(71.3 - X4 )(A2 - xxl • 

(4.18) 

When expressed in terms of the '1 's, the correction 
terms become 

21~ + 21~ for 0(4) 
(4.19 ) 

61~ + 61~ + 24 for Sp(4). 

Substituting the results of (4.15) and (4.19) into (4.13), 
we obtain the eigenvalues C4 : 

{

2ft + 2l~ - 21~ - 21~ for 0(4) 
C -

4 - 211 + 2l~ + 6l~ + 6l~ - 64 for Sp(4) 
(4.20) 

The above results agree with those given by Perelomov 
and Popov [Ref. 6b, Eqs. (20) and (28)]. 

5. AN ALTERNATIVE METHOD FOR SMALL n 

For O(n) and Sp(2n) with small values of n, we may 
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directly diagonalize the matrix AO(ors)' Although this 
method cannot be easily generalized to any dimension, 
it still merits to be displayed. We shall consider the 
examples of 0(3) and 0(4) and give only the results for 
the u' and U,-1 matrices which diagonalize the Ao matrix. 

For 0(3): 

(

_J_1 0 ) 

A 0 1 -1 =U'DU,-1, 
0= 0 0 

J+1 

where 

(" ~ 1)(2J + 1) 
2J+1 

J 

o 
,-1_ 1 

U - J(J + 1)(2J + 1) 

(

J - (2J+ 1) 

X 0 (J + 1 )(2J + 1 ) 

o 0 

J+1 ) 
- (J + 1 )(2J + 1) . 

J(J+1)(2J+1) 

For 0(4): 

- m 2 + 1 -1 -1 0 

where 

0 

o 
o 
o o o 

(5.1 ) 

(5.2) 

(5.3) 

(5.4) 

linear in F. By calculating the correction terms, toge
ther with the results of U(N), the eigenvalues of the 
invariant operators for the orthogonal and symplectic 
groups of any degree p have been obtained in closed form 
in (4.13) as a sum over four indices. Examples of 0(4) 
and Sp(4) are explicitly shown. An alternative method 
for calculating the eigenvalues of Cp for small values of 
n have also been presented. Examples are given for 
0(3) and 0(4). 

Since the eigenvalues Cp of 50(n, 1) may be evaluated 
as a special case of 50(n + 1),16 the present method also 
provides the eigenvalues of the invariant operators for 
50(n, 1). 

APPENDIX 

In this Appendix we show that any term in the expan
sion (A± F)P involving two or more F's must be zero. 
First A is an upper triangular matrix; therefore, A" is 
also an upper triangular matrix, where n is any positive 
integer. Next F is a matrix which has nonzero elements 
only in the "first quadrant." We shall denote a matrix 
with nonzero matrix elements only in the first quadrant 
a Q matrix. Thus 

FA = Ql' (A1) 

AF=Q2 , (A2) 

FA"=Q3' (A3) 

A"F=Q4' (A4) 

where the Q; are all Q matrices. But 

Q;QJ=O (A5) 

Hence, the proof; since any term in the expansion of 
(A± F)P involving two or more F's must be of the form - (2m l + 2)a 0 - (2m l +2) 

u'= 
- (2m 1 + 2)b 

, (5.5) Q;QJ , which is a zero matrix. 
0 0 2ml+2 

0 0 0 2m2 

(5.6) 

Here we have used the abbreviations a = m
1 
+ m

2 
+ 1, b 

=m 1 -m2 +1. 

Since the AO(orS) has been diagonalized, the eigenvalues 
are given by 

C
p 

= Tr(u'J)Pu,-IE). 

The problem reduces to the evaluation of this trace 0 

6. CONCLUSION 

We have modified Perelomov and Popov's method to 
calculate the eigenvalues of the invariant operators for 
O(N) and 5p(2n). The AO(ors) matrix of O(N) or Sp(2n) 
are diagonalized with reference to that of U(N) and the 
correction terms are shown to include only those terms 
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A Goursat problem for the fourth moment equation tr 

M. N. O~uzt(jreli 

Department of Mathematics, University of Alberta, Edmonton, Alberta, Canada T6G 2G1 
(Received 15 July 1974) 

The solution of a Goursat problem for the pseudoparabolic equation satisfied by the fourth statistical 
moment of an initially plane wave propagating in a random medium is presented, using an 
integro-difTerential equation technique, Two-dimensional propagations are considered, 

I. FORMULATION OF THE PROBLEM 

Since 1960, a number of contributions have been 
devoted to the study of the fourth statistical moment of 
a scalar wave propagating in a random medium 
(cf. Refs. 1-18). 

Following Brown,6. we shall denote by I the fourth 
moment of an initially plane wave. Let 1:, ~o" and ~8 
be the dimensionless variables, and y the parameter 
which are introduced by Brown. He has shown that 
I=I(~"" ~8' 1:; y) satisfies the pseudoparabolic partial 
differential equation 

~~ =iY'~"'~8I - FI (1) 

where i = vCT, Y't denotes the gradient with respect to 
~, and F= F(~"" ~B; y) is a known function defined by 
Eqs. (26)- (27) below. 

In two dimensions, Eq. (1) becomes 

of . 02 I 
al: =Z a~", a~B - F(~"" ~B)I (2) 

where, for simplicity, we do not indicate the obvious 
dependence of F and f on y. In this case, the "basic 
problem" for the fourth moment equation consists of 
the finding a function I(~"" ~8' 1:) which satisfies Eq. (2) 
in the region - 00 < ~ or, ~B < 00, I: > 0, the "initial 
condition" 

and the conditions 

t _ 00 
"or , 
t _ 00 

"8 , 

(3) 

(4) 

where D is a given function defined by Eq. (27) below. 
It is very unfortunate that the treatments in the Refs. 
1-18 for the solution of the basic problem are not very 
satisfactory in the analytical point of view. 

Brown,6a solving the basic problem (2)- (4) numeri
cally, has plotted the functions 

c1 =1(0,0,1:) -1, C[ =[I(~""O,~) -lJ/G~, (5) 

where G} is the variance of irradiance scintillations 
and C [ is the covariance function of irradiance normal
ized by variance. Clearly, Brown's method can also be 
used for the computation of the covariance function 

(6) 

The irradiance scintillations G} and the covariance 
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functions of the irradiance scintillations, C [ and ell 
are measurable. In this work, using these functions, 
we made an attempt to find the fourth moment 1(~or, ~8' 1:) 
provided that they are measured with sufficient ac
curacy in the t direction. Thus, instead of dealing with 
the solution of the basic problem for the fourth moment 
equation (2), we investigate the solution of the asso
ciated Goursat problem which consists of the finding 
of a solution of Eq. (2) satisfying the conditions (5) and 
(6) for given sufficiently smooth G~, C [, and C [. To 
simplify our presentation, we reformulate the same 
Goursat problem in the following more general form 
using different notation: 

Find a solution of the partial differential equation 

au . a2u 
az =l ax ay -fu 

for (x, y, z) Ej), satisfying the conditions 

ulx=o=p, ull'=o=q, ulx=l'=o=r, 

where 

u = u(x, y, z) is the unknown function, 

j)={(x,y,z)llxl~a, IYI~b, z?O}, 

f = f(x, y) is a given function continuous in 

={(x,Y)ilxl~a, Iyi""b}, 

P=P(y,z), q=q(x,z), r=r(z) 

are given functions continuous in D. 

We assume thatp(O,z)=q(O,z)=r(z) and the function 

g =g(x, y, z) = p(y, z) +q(x, z) - r(z) 

(7) 

(8) 

(9) 

admits a continuous partial derivative a2g/ax By, and is 
analytic with respect to z, such that 

I~I ~M (k=O,1,2,···) (10) 

for (x,y,z)ED, where M is a positive constant. 

For example, if ° ~ An ~ 1 and if the series 
L;;;:'o Ign(x,y) I (~M) and L;;;:'o I a2gjax ay I are uniformly 
convergent in R., then the function 

g(x, y, z) = 6 exp(- AnZ)g n(X, y) 
"=0 

(11 ) 

satisfies the above conditions. 

Note that, by virtue of Brown's results on a~, Cr. 
and C[, Eqs. (5) and (6), and by Eqs. (3) and (8), we 
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have the relationships 

C _q(x,z)-1 C- _P(Y,z)-1 a} "r(z) - 1, I - 1-'-"'-:'--7-"'-:,-
r(z)-1 ' r(z)-1 

(12) 
h(O)=l, limq(x,z)=limp(y,z)=l, limr(z) =2. 

x~~ ~~~ z~~ 

II. SOLUTION 

Now, supposing that the Goursat problem (7)- (8) 
admits a solutionu=u(x,y,z), let us integrate Eq. (7) 
with respect to x from 0 to x, and with respect to y from 
o to y. Then putting 

(Tu) (x ,y, z) = - i ;:x J: Y(f(~, 71)U(~, 1), z) + aU(~~T/' z») d~ d1] 

(13) 

and using Eqs. (8) and (9), we find the integro-differen
tial equation 

u =g+ Tu. (14) 

Conversely, we can easily verify that any solution of 
Eq. (14), which is continuous in D with a continuous 
partial derivative with respect to z, is also a solution 
of Eqs. (7)-(8); i. e., the solution of the initial value 
problem (7)- (8) is equivalent to the solution of Eq. (14). 

The formal solution of Eq. (14) is of the form 

We now show that this formal solution is the actual 
solution of Eq. (14). Indeed, since 

ak 

azk [(Tg)(x,y, z)] 

(15) 

=-il"IY(f(t ",)akg(~,7],z) + (lk+lg(~'?]'Z»)dtd 
s, '/ azk (lzk.l ., 7], 

o 0 

we have, by virtue of the inequalities (10), 

I akTg I oS '11 (8xy) (k =0, 1, 2,"'), 
(lzk • (21)2 

where 

8 = 1 + max /f(x, y) I. 
I? 

Further, we have 

ak 

azk [(rg)(x, y, z)] 

We can easily prove, by the mathematical induction, 
that 

I 
ak(Cg) i oS M (8xy)" 

az k (nl)2 (k,n=O,1,2,"·). 

Since the series in (15) is dominated by the series 

(16) 

(17) 

(18) 

MT; «8
XY

'»2
n 

= MJo (2i!8XY) , (19) 
"-0 n. 

where Jo is the first kind Bessel function of order zero, 
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the series in (15) is absolutely and uniformly convergent 
inD, and its sum is the actual solution of Eq. (14), as 
asserted. The asymptotic relationship 

J o(2N28xy ) '" 1,..- exp~) (20) 
2v 1T Bxy 

for large I xy I, gives an important limitation for the 
growth of the solution of Eq. (14). 

Now, to compute the successive iterates of g more 
efficiently, we put 

" 
Cg = (- it E Jo" joY Mn,k(X, y; ~,T/) 

where 

G ( )
_ akg(x,y,z) 

k x,y,z - azk (k = 0, 1,2, ... ). (22) 

Then, we easily verify that 

M'l , 1 (x, y; ~,T/) = 1, M 2,1 (x,y; ~,1]) = J/ JryY f(e, 7]') de dT/', 

M2.2(X,y;~,7])=x;t~ y;t7] = [X iYM1'lW'1/';~'T/)ded7l" 
M 3,1 (x, y; ~,T/) = J/ JryY fee, 1)')M2, 1 (e, T/'; ~,7]) d~' dT/', 

M 3,2(X,y; ~,T/)= J/ hY[J(S',1)')M2.2(~',T/'; ~,17) 

+ M 2• 1 (1;', 1/'; ~,17)] de dT/', 

(x - ~)2 (y _1/)2 
M3.3(X,y;~,1/)= 21 2! 

= IX lYM2.2(e'T/';~'T/)dedT/'. 
In general, we have the recurrence relations: 

Aln+1.1 (x, y; L 1/) = J/ J~Y f(S', T/')Mn, 1 (S', 1]'; ~, T/) de d7]', 

M n+1• k(x, y; ~,T/) = J/ J~Y (f(e, 1]')2'vln,kW, T/'; ~, 1/) 

+Mn,k-l(~',1)'; ~,1))d~'d1)f, (k=2,3, .•. ,n), 

(23) 

M.+1• n+1 (x, y; ~,1]) = ~x J~Y Mn, n(e, TI'; ~,TI) de dT/', 

which can be demonstrated by the mathematical induc
tion. Clear2y, all Mn,k'S are real. Accordingly, we have 

u(x, y, z) = 6 (T"g){x, y, z) 
"=0 

"Go(x,y, zl+ ~ ~ (- i)" J/ h~ Mn,k(X,y;~, 1/) 

or, putting 

~ 

rk(x,y;~, 1/) =:0 (- i)"M".k(x,y;~, 1) (k:: 1,2,3,"'), 
n=k 

(24) 

we obtain the formula 

u(x, y, z) '" Go(x,y, z) + &1 foX JoY rk(X,y;~, 1) 

x (j(~, 1)Gk_1 (~, 'f/, z) + Gk(~' 1/, z)] d~ d1/. (25) 

Thus, if the functiong(x,y,z) satisfies the conditions 
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(10), then the solution of the initial value problem (7)
(8) is given by the formula (25). 

III. DISCUSSION 

According to Brown,6e the function F in Eq. (1) is of 
the form 

F(~"" ~a, y) = D s(~cx, y) + D s(~a, y) - O. 5[D s(~cx + ~a, y) 

+DS(~a - ~8' y)]' (26) 
where 

)

2.911;5 (3 

Ds(~,Y)= (3 
2. 61~5/3 "5-

if La is infinite, 

(27) 

Here La is the outer scale of turbulence and K5/6 is the 
modified Bessel function of order 5/6. 

Clearly F [and consequently f in Eq. (7) 1 presents 
singularities for ~ '" =0, ~a = 0, ~ '" 'f ~a = 0 (x = 0, y = 0, 
X'fy=O), and for ~",=~a=cO (x=y=oo\ Note that Fandf 
are continuous in any compact domain. 

Although f is continuous and bounded in the domain 
p, its successive derivatives are not continuous. For 
this reason we avoided from the successive derivatives 
of f in our analysis. 

Further, let us remark that the constant M in (10) 
can be replaced by a function of z, say}vl=Al(z), 
continous and bounded in D, without affecting absolute 
and uniform convergence of the series (15). 

In a forthcoming paper we present the solution of the 
corresponding initial value problem for the more gen
eral equation (1). 
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Two applications of the Racah coefficients of the Poincare 
group 
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Racah coefficients of the Poincare group are defined and compared with the rotation group. It is 
then shown how they arise in a natural manner in the inelastic unitarity equations and in crossing 
multi particle amplitudes. 

I. INTRODUCTION 

While the use of Racah coefficients is well known in 
problems in atomic and nuclear physics, I the cor
responding coefficients for relativistic systems arising 
from the Poincare group are not so well known,2 in part 
because they are more complicated and in part because 
the need has not arisen. The Racah coefficients for the 
rotation group arise when angular momenta are coupled 
together in different sequences to form an overall angu
lar momentum state. Corresponding coefficients for the 
Poincare group can be defined in a similar fashion. In 
this paper we will discuss another way of defining the 
Racah coefficients of the Poincare group and show how 
this definition can be used in analyzing the inelastic 
unitarity equations, 3,4 and in crossing multiparticle am
plitudes. 5 We make use of the fact that it is possible to 
construct multiparticle states of the Poincare group 
which are not formed through a sequential or stepwise 
process in which one state after another is tacked on to 
the previously coupled states. 3,6 How this is done is dis
cussed in Sec. II. But given such a possibility it is clear 
that one can single out these "symmetrically" coupled 
multiparticle states as standards, defining the Racah 
coefficients as those coefficients which carry the stan
dard states to the sequential states and vice versa. Pro
ducts of such coefficients then give the conventionally 
defined Racah coefficients of the Poincare group. 

Now while the possibility of defining such coefficients 
may be interesting mathematically, there is no intrinsic 
reason to prefer one type of Racah coefficient over ano
ther. The type of coefficient that one uses is always re
lated to the physical problem at hand. For example, if 
one is analyzing cascade decay processes the sequential 
or stepwise type of coupling would presumably be pre
ferred. Therefore, after having discussed the mathemat· 
ical properties of Racah coefficients of the Poincare 
group in Sec. II, Sec, III will show how the symmetrical 
type coefficients arise naturally in the inelastic unitarity 
equations, while Sec. IV will show how they are used in 
crossing multiparticle amplitudes. 

It should be pointed out that the natural mathematical 
context in which to discuss these coefficients involves 
distribution theory; 7 distribution theory is needed be
cause the Poincare group is noncompact and its basis 
states nonnormalizable so that the attendant Clebsch
Gordan coefficients and their generalizations are in 
general distributions. Nevertheless, there are several 
reasons why distribution theory will not be used in this 
paper. Firstly, the machinery of distribution theory is 
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sufficiently cumbersome as to hide the simple steps that 
are needed to derive the Racah coefficients. More im
portantly, the final result involves only Wigner 0(3) LJ 
functions, which are well-defined functions and not dis
tributions. We thus leave undone the exercise of express
ing all relevant quantities in their proper mathematical 
context. 

, 
II. RACAH COEFFICIENTS OF THE POINCARE 
GROUP 

To contrast the way in which the "symmetric" Racah 
coefficients of the Poincare group will be defined with 
the more familiar definition, it is useful to begin with 
a brief discussion of the rotation group. I Labeling 
states of the rotation group as I [J ]m), where J is the 
angular momentum and m the spin projection, we con
sider the tensor product of three representations J 10 J 2 

o J 3 • This can be written 

[

J Jl J2 J3 ] 
=~" ; m 1 m 2 m3 I [J]m;1)J1J2J3)· (II, 1) 

To determine the degeneracy parameter 1), one couples 
these states in a stepwise fashion, one possibility being 

I [J1 ]m 1 ; [J2 ]m 2) 

= 6 U12m 121 J1m 1J2m 2) I [j12]m I2 ; J1J2) , 
j 12m12 

I[J1]m1; [J2]m2; [JJm;> = 6 U12m121J1mJ2m2) 
j 12m12 

X I [jI2]m I2 ; J1J2) I [J3]m;> 

= 6 6U12m 12 I J1 m 1J2m 2) 
h2m 12 Jm 

X(Jm I j12 m 12J3m ;> I [J]m; jI2JIJ2J;>. 

(11,2) 

Comparing Eqs 0 (ILl) and (11.2) we see that the degen
eracy parameter 1) is j12 and 

(n.3) 

But there is no reason that, for example, states 2 and 
3 could not have been coupled first, and then 1; Eqs. 
(II, 1) and (11.2) would then yield 
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(H.4) 

Since in the tensor product space one basis is equivalent 
to another, there must be operators which transform one 
coupling scheme to another. That is, 

) [J]m; j12J1J2J3) = J; {JJ1 JJ2 .!12} I [J]m; j23J1J2J3) 
f2:J 3 123 

where {} are the Racah coefficients. 1 

A similar procedure has been carried out for the 
Poincare groupo 2 Instead of states I [J]m) we now have 
states I [MJ]po) , where M and J are the mass and spin of 
a particle and p and u are the momentum and spin pro
jection. For simplicity we will assume that the spins of 
all particles are zero. This makes the analysis much 
easier to follow; further, the generalization to arbitrary 
spin is not difficult and is carried out in Ref. 3. Pro
ceeding as was done for the rotation group, one consi
ders the tensor product of states I [MJp1)I [M21p2) I [M 3 ]P3) 

and writes 

(n.5) 

where 1) again refers to the degeneracy parameters. The 
symbol I allows for the possibility of a summation or 
integration over the relevant variables. Now momentum 
conservation dictates that P=P1 +P2 +P3' while energy 
conservation says IS = V(jj1 + P2 + P2)2, where Pi = (Ep p) 
with P~ =M~ is a 4-vector and J, 0 are the spin and spin 
projections of the multiparticle. Thus there is really a 
summation or integration only over the parameters J, a, 
and 1) in Eq. (n. 5). The degeneracy parameters can be 
computed in exactly the same way as was done for the 
angular momentum states; first it is necess ary to couple 
two single particle states: 

I [M1 jp1; [M2 ]P2) = . Z (2j12 + 1 )1/:V~ 12oR[P1 (12CM)l 
}12'12 12 

x) [S12j12]P1 +P2' U12 ;M1M2) (11.6) 

where R[P1(12CM)]=R(cp, e,o) designates the azimuthal 
and polar angles of particle 1 in the 1-2 CM frame. 
Equation (n.6) can be derived in many ways.3.6 Perhaps 
the simplest way is to introduce the projection operator 
r dRf)'!:m' (R) U(R), [where U(R) is the unitary operator 
representing the rotation R] for it will be used later 
when three-particle states are discussed. Thus, consi
der the two-particle state in its rest frame, which is 
the 1-2 CM frame: 

) [SlJ121p=O,a12;M1M2)=I dR[P1(12 CM)] 

xlY..·i'zo{R[ P1 (12 CM)l) 12 
XU{R[P1(12CM)}}))P1)z;-)P1Iz). (n.7) 

Here the single-particle states are oriented along the z 
axis; the rotation R [P1 (12 CM)] carries them to the con
figuration P1 and - Pl' Then using the orthogonality 
properties of the Wigner f) functions gives Eq. (11.6). 
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By making use of Eq. (11.6) a second time it is possi
ble to compute the stepwise coupled three-particle state 
which gives the analog of Eq, (11,2): 

I [MJp1; [~]P2; [M3 ]P3) 

= Z (2j + 1)1/~12 ~R[P (12 CM)]} 
i12'12 12 '120 1 

X I [SlJ12]P1 + P2' 0 12 ; M1M2) I [M3 ]p;' 

j. 

x d.11220{R[P1 (12 CM)l}.D: •• i2[R(iJ3)] 

xd~2 {R-1 [p (12CM)l) 
(J 120"12 3 

(11.8) 

where s = (PI + P2 + P3)2 is the invariant mass and R(Pa) 
the rotation associated with the polar and aximuthal 
angles of particle 3 in the overall CM frame. 

From Eq. (11.8) it is seen that 1) ={0{2,j12,S12} so that 

r
[SJ] M1 M2 M3] 

po P P P = Z (2j +1)1/2(2J+1)1/~y • [R(p)] 
1 2 3 J

12
0'12 12 0',0"12 3 

1) 

xj}Yo{R-1[Pa(12 CM)]R[ P1 (12 CM))}. 
'12 

(11.9) 

~ = V (P1 + P2)2 is seen to be the invariant mass of the 
two-particle system, while j12 and a{2 are the spin and 
spin proj ection, that is the intermediate angular mo
mentum, of the 1 - 2 system. It is to be noted that 
though the coupling coefficients Eq. (11.9) have been 
evaluated in the overall CM frame, the same result 
holds in any other frame. 3 

Finally, as with the angular momentum states, there 
is no reason for having coupled particles 1 and 2 first; 
if particles 2 and 3 had been coupled first a result 
analogous to Eq. (n.9) would result with suitably per
muted labels. To compute the Racah coefficients one 
finally writes 

. J; {~M2 U12 a12S12)} I [sJ]po; 112 0 12S12) = ~ 
J 23' 2f123 M 3 (sJ) U23 0 23S23) 

X I [sJ]pa; j23U2as23)' (n.10) 

The actual coefficients {} contain products off) functions 
involving rotations in the 12, 23, and overall CM 
frames; it can be shown that all these rotations are (in 
general complicated) functions of the subenergies S12' 
8 23 , and S13' 

Now while it is seen that the coefficients defined in 
Eq. (n.10) are indeed the analog of the Racah coeffi
cients of the rotation group, it is nevertheless desirable 
to find a set of variables which are more closely linked 
to quantities accessible to experiment. Except for cas
cade decay processes one usually does not detect the 
intermediate orbital angular momentum in a reaction, 
so it is desirable to eliminate such quantities (and their 
attendant spin projections). 
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To do so one introduces the generalization of the 
Omnes variables, 6.8 in which the three degeneracy 
parameters of a three-particle state are chosen to be 
two subenergies and a spin proj ection along a body-fixed 
axis specified by the three particles. Such a set of 
variables is most simply obtained by applying the pro
jection operator defined earlier on a three-particle state 
in its CM frame: 

I [sJ]p= 0, a; Ms 1ZS23) = J dRf):.: (R) 

X I [M1]P1; [M2]P2; [M 3]P3) 

with inverse 

/ [M1]P1; [M2Jp2; [M3]pS> =6 (2J + 1)1IZO:.M (R) 

I [sJ]p = 0, a; M S23S12); 

(n.11) 

(n.12) 

here R is a rotation from an observer's (or space fixed 
or double coset) frame to the body-fixed frame (br), 
fixed by the three particles. Notice that Eq. (11.11) de
fines a three-particle state that is symmetric with re
spect to all three particles and hence contains no inter
mediate angular momentum labels. One may object that 
S12 and S23 single out a choice of particles, but this is 
not the case since S13 is determined from s, S12' and S23 
by energy-momentum conservation, that is, S12 + S23 
+SI3=S +~ +M~+~. 

Given Eqs. (11.11) and (n.12), we are in a position to 
define a new type of Racah coefficient for the Poincare 
group, one which singles out one type of coupling (the 
symmetric coupling) and refers all other types of coupl
ings to it as a stand ard. For starting with Eq. (11.11), 
we make use of the stepwise coupled scheme of Eq. 
(II. 8) and the orthogonality relations of the Wigner f) 
functions: 

/ [sJ]pa; MS 12S2S> 

= J dRf):.:(R) / [M1]P1; [M2]P2; [M3]P3) 

= J dRf);.:(R) 6 (2j12 + 1)1/2(2.7' + 1)1/2 
J'cr· 

J 12cr12 

= 6 J dRj):M(R}f)::a.(R}f):.~ {R[Pg(bf)}} 
J'fJ'cr'" "'12 

i 12"12 

X (2j12 + l)1/2(2J' + 1)1/~~~o{K1[P3(12 CM)] 

x R[PI (12 eM) J} / [sJJpa; j12a12s12) 

x O::~~o{R-l[p3(12 CM)JR[PI (12 CM)}} 

x I [sJ]pa; a12j12s12) 0 (11013) 

R[ P3(bf)] is the rotation associated with the polar and 
azimuthal angles of particle 3 in the body-fixed frame. 
Use has been made of the group properties of rotations 
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to write R(pg) =RRLp3(bf)]. Further, K 1[P3(12 CM)] 
x R[ PI (12 CM)} can be written as R.,RJ813 (12)J R~, where 
813 (12) is the angle between particles 1-3 in the 12 CM 
system and R~, R~ are z axis rotations that all cancel 
out in the final result. Quite generally the notation used 
is to specify polar angles as £Iii 0.1)' which means the 
angle between vectors i and j evaluated in the frame 
where Pk +P, =0. Equation (II. 13) becomes 

I [sJ]pa; MS I2 S2S> = 6 (2.112 + 1)1/2f)~ 0 {R[P3(bf)}} 
h2 • 12 

x £(~~o[cos 813 (12)] I [sJ]pa; a12.112s12)' 
(n.14) 

What remains is to compute the inverse of the Racah 
coeffiCient, Eq. (n.14), for then any stepwise coupled 
scheme can be transformed to any other stepwise 
coupled scheme by using the symmetrically coupled 
state as an intermediary. To compute the inverse it is 
convenient to change variables from S12' S23 to S12' 
COS813 (12) since this angle appears explicitly in the rf12 
function of Eq. (11.14). Now S13=~+~+2(EIE3 
- PJ;3 cos e13) , so it is clear, when eValuated in the (12) 
frame, that kinematics alone determines the change of 
variables. Note that El and E 3 , when evaluated in the 
(12) frame, are functions of only S12 and s. Then if both 
sides of Eq. (11.14) are multiplied by the inverse of 
~'OI2[R (P3)] and if d~~~o[ cos 813 (12)] is integrated over 
cos 813 (12» making use of the orthogonality properties 
of the d" functions, we obtain the final result: 

I [sJ]pa; MS12 cos 813 (12» 

1 £+1 ~ I [sJ]pa; a12 j12s 12) = 2" d cos 813 (12) ~ f):12.Ap3(bf)j-l 
-1 

x i(gof cos 813 (12)] 

x l[sJ]pa;Ms I2 cOsB13 (l2»' (11.15) 

III. APPLICATION OF THE RACAH COEFFICIENTS 
TO THE INELASTIC UNITARY EQUATIONS 

It is clear that the Racah coefficients obtained in Eqs. 
(11015) will be useful when one wishes to convert from a 
stepwise coupled scheme to a symmetric scheme and 
vice versa. Such a situation arises in the inelastic uni
tarity equations. This can be most readily seen by writ
ing the unitarity equation, 21mT = T7, where T is the 
reaction operator, in terms of bubble diagrams 0 9 For 
SimpliCity we will consider only three-particle initial 
and final states 0 Then one term in the unitarity equation 
comes from a three-particle intermediate state: 

~I.t.r(finall P I inter) (inte r IT I initial) 

=Jd3p1d3p.2.... d
3
p, (1"2"3"lr/123>(1231T!1'2/3') 

El E~ E3 

= f cflpdRT(SI2,S13)dsI2dsI3(1"2"3//IP/123) 

X(123ITI1'2'3'). (III. 1) 
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Here the three initial particles are labeled by primes, 
the intermediate particles are unprimed, while the final 
particles are labeled with "double primes." When the 
integration f dR and energy-momentum delta functions 
are extracted there results two partial wave amplitudes, 
suitably integrated and summed over intermediate parti
cle labels 3

: 

6 J 9 (S12' S13) dS 12 dS1aAflnal.lnter* (sJ; S12S13M;s~2S~sM") M 
xA Inlt I 11· Inter (sJ; S 12S IsM;S f2S fsM'). (III. 2) 

9 () is a relativistically invariant Jacobian resulting 
from the change of variables in Eq. (III.1) andA() is 
the partial wave amplitude of the appropriate reaction. 

Now in (III. 2) all particles are treated on an equal 
footing. This is to be contrasted with another term that 
occurs in the inelastic unitarity equation, in which 
particle 3' does not interact with l' and 2', but interacts 
with intermediate particles 1 and 2. Such a term re
sults from a disconnected diagram in one amplitude and 
is written 

tinter (final/ r / inter)(inter 1 T 121 initial) 

=jasPl ~ d
3

P3 (1"213"lrI123)(12ITI211'2')(3/3') 
E1 E2 E3 

(III. 3) 

Here all the intermediate particles hooking on to the Tt 
matrix element are again coupled together in a sym
metric fashion; but in the other matrix element, labeled 
T 12 meaning the only particles 1 and 2 interact, the third 
particle is not symmetrically coupled to the other two. 
(313') gives a 3-momentum delta function which guaran
tees that particle 3' remains unchanged in direction and 
energy in going from the initial to the intermediate state. 
By again making a change of variables, from PI' P2, P3 to 
R, PI).' and S12' S13' with measure r dRa'p9 dS 12 ds 23 , 
and then extracting the energy-momentum delta func
tion and rotation to give partial wave amplitudes, one 
obtains 

6 J 9 dS 12 ds1aA fl Dl.l· Inter* (sJ; S12S13M; S~2S~3M") 
M 

X([sJ]pa; MS 12S13 I T 121 [sJ]pa; M' sbsf3)' (III. 4) 

But T 12 operates only on the two-particle subspace of the 
total three-particle space. Therefore, we use the Racah 
coefficients, Eqs. (11.15), to insert three-particle states 
in which particles 1,2 and l' ,2' are coupled first, and 
then coupled to particles 3 and 3', respectively 0 Thus 

1250 

= 6 {(2j12 + 1)(2jfz + Op/2[l£: cr' [P3(bf)] 
l~b 'u 
cr12criz 

= 6 (2j12 + 1)LJ~',cr)P3(bf)JD~,:)p3(bf)1 
lI2 
cr 12 
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(III. 5) 

where/i1'+2'.1+2(S12j12) is the partial wave amplitude for 
the l' + 2' -1 + 2 reaction, with S12 the energy of this 
reaction and j12 the angular momentum. When (III. 5) is 
combined with (I1I.4) the expression for this term in 
the inelastic unitarity equation becomes 

X
J
6 (2j12 + OLJ~',cr)p~(bf)JD~,cr)p3(bf)] 
12 

cr 12 

~12 [ 8 ]A1'2'~12( . )~( , ) X"'u 0 cos 13(12) S12' lI2 u S12 - S12 . 12 
(III. 6) 

If the body-fixed (bf) frame is chosen so that particle 3 
(particle 3') points along the z axis, then both of theLY 
functions collapse to Kronecker deltas. Of course such 
a choice is only possible for one of the three discon
conected terms. There will in general be three terms 
like (III. 6) in the unitarity equation, corresponding to 
particles 1,2, or 3 not interacting with the other two 
particles. For particle 3 (particle 3') along the z axis 
(z' axis) (III. 6) Simplifies to 

x 6 (2j12 + 1) ~:~[cOS813(l2)]A1'+2'~1+2(S12' j12) 
Jl2 

x It;/.:o[ cos 81, 3' (1'2' )]0 (s 12 - Si2)OMM' . 

IV. RACAH COEFFICIENTS AS APPLIED TO 
CROSSING MUL TIPARTICLE AMPLITUDES 

In the previous section it was shown how Racah co
efficients could be used to handle disconnected diagrams 
in the inelastic unitarity equations. In this section we 
continue the analysis of multiparticle partial wave am
plitudes by considering their properties under crossing. 

To begin we review previous works in which it is 
shown how the crossing of any multiparticle amplitude 
involves analytic continuation in only one variable; such 
a result is valid only if a canonical set of variables is 
used and this set of variables involves precisely the 
variables entering the Racah coefficients. Here it should 
be pointed out that crossing means crossing one particle 
at a time in a multiparticle reaction. The more conven
tional use of the term crossing, in which one incoming 
and one outgoing particle are crossed, then results from 
two sequential one-particle crossings; the goal of this 
section is to show that the conventional crossing of two 
particles involves the Racah coefficients in a crucial 
way. 

To make the following diSCUSSion as straightforward 
as possible we consider only the simplest multiparticle 
amplitude, in which two particles react to produce 
three particles; that is, we conSider the reaction l' + 2' 
- 1 + 2 + 3. The generalization to arbitrary multiparticle 
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amplitudes is straightforward because of the structure 
of the Racah coefficients for N-particle states. 

The amplitude for I' + 2' - 1 + 2 + 3 is proportional to 
(1231 T 11'2'): 

= 6 O~~2·[RG1.)]Al'+2'~l+2+3(51'2J1'2,M512523) (IV. 1) 
J 1'2' , 

M 

where 81'3(12) and rpl'3~31 are polar and azimuthal angles 
relating the line formed by the two incoming particles to 
the plane formed by the three outgoing particles; the 
angles are easily related to the relativistic invariants 
t l' 3 = (Pl' - p)2 and t1' 1 = (Pl' - Pl)2. The other two vari~ 
abIes arise as the two subenergies of the symmetrically 
coupled three-particle state. ;11'+2' ~ 1+2+3 is the partial 
wave amplitude labeled by the total angular momentum 
J 1• 2 • and spin projection M. 

To change to canonical variables for crossing the 
amplitude (IV .1) it is necessary to choose which particle 
is to be crossed. We eventually want to cross to the re
action 2' + 3" - I' + 1 + 2 so we begin the one-particle 
crossing by crossing particle 3 to the reaction I' + 2' 
+ 3 - 1 + 2. Then the amplitude for l' + 2' - 1 + 2 + 3 
should contain variables in which 1 and 2 are first 
coupled together, and then the two-particle state coupled 
to 3, as was done in Eq. (II. a). A simple change of 
variables, from 513 to COS813 (l2) [see Eq. (II.14)], gives 

= 6 O:,1;2'[RGl)]l/l'+2'~1+2+3[51'2"Jl'2' ,M512 cos813 (l2)] 
J 1'2' 

M 

= J6 d~.1;2·[cos81'3(12)] exp(- iMrp1'3_31)d~,I;[cos813(12)] 
1'2:' 
J 12 
M 

Notice that d~,102[ cos 813 (12) J is part of the kernel carrying 
a stepwise coupled state to a symmetric state as seen 
in Eq. (n.14). In ReL 5 it is shown that the variables in 
the amplitude of Eq. (IV. 2) are well suited for crOSSing 
to the l' + 2' + 3' -1 + 2 reaction, for when the substitu
tion rule is used in which P3 - - P,,;;, then cos 81, 3 (12) -
- COS81'3(l2)l cos 813 (12) - - cos 813 (12)' and rpl'3-31 goes 
into itself. Thus the substitution rule generates a trans
form ation in which the two polar angles stay in their 
physical region, but change their phYSical meaning. 
Further, if ~ is chosen to be greater than MI' + M 2• 

+ M 3 , then under crossing (in which S12 changes from a 
subenergy to the total energy) it also stays in its physi
cal region and there is no analytic continuation of 
Al'+2'-1+2+3 in terms of 512 , Analytic continuation of 
A1'+2'~1+2+3 is required only with respect to S1'2' as this 
variable is the total energy in the direct channel, but a 
subenergy in the crossed channel. The sense in which 
Al'+2'-1+2+3 can be analytically continued to give the 
crossed amplitude is discussed in Ref. 5; here we mere
ly write 
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Al'+2'+~-1+2[512' cos 813 (12), rpi3-31" 5 1'2" COS81'~(1'2.)J 

= A~::r-l+2+3[S1'2' - cos 81, 3 (1'2' )' rpl' 3-31' S12' - cos 813 (12)] 

(IV. 3) 

where A 1'+2'-1+2+3[] means the analytic continuation with 
cont 

respect to 51'2' from the phySical region where 51'2' is 
the total energy to the physical region where it is a 
subenergy. The crossing condition for the partial wave 
amplitude is even simpler: 

I/l'+2'+3-l+2(512JI2MSl'2.Jl'2') = (-1)J12+J l'2' 

x A !~;r .. 1+2+3(Sll2,JII2,M S12J12); (IV.4) 

that is, one merely interchanges to role of J12 and J l • 2• 

(though, of course, still analytically continuing in Sl'2')' 

It is to be noticed that crossing one particle rather than 
two as is conventionally done means it is possible to 
cross partial wave amplitudes rather than just ampli
tudes. This is of importance when combining crossing 
with the inelastic unitarity equations, terms of which 
were given in Sec. III, for the content of unitarity is 
best expressed in terms of partial wave amplitudes. 

It is clear that the canonical variables for crOSSing 
one particle depend on which particle is to be crossed 
and aris e as the variables of the Rac all coefficients. 
This suggests that when crOSSing two particles the 
Racah coefficients are needed just to move from the 
coupling scheme involving one set of canonical variables 
to the coupling scheme involving another canical set. 
This is seen most readily by noting that the canonical 
variables for the reaction I' + 2' + 3" -1 + 2, in which '3 
has just been crossed, are (S12,J12 ,Mij,S1'2.,J1•2.), 
while the canonical variables for l' + 2' + 3" -1 + 2, in 
which I' is to be crossed to the reaction 2' +"3 - Ii + 1 
+ 2, are (SI2' J l2 ,M~, 52'3' J2'~), 

More concretely, we start with the partial wave am
plitudeI/1'+Z":'i-l+2(s12,JI2,Mss1'2.,J1'2') of Eq. (IV.4) and 
use the Racah coefficients to get the amplitude 

11 1'+2'+3-1+2 ( J M J). 
5 12 , 12' l' S2'3' 2'3 . 

- "" J c> jJJ12 (A )-1 d"2'l! [8 ] 
-LJ d~l' (2':i) Ml'M P1, M .0 cos 31' (2'3) M 1 

(IV.5) 

Now make a change of variable in the sub energies , from 
S2'3' cos8S1' (2'3) - 52'3' S1'2'- COS81'3(1'2')' Sl'2' using the 
fact that 

sij = (Pi + p)2 =~ + M; + 2 (E/Ej - PiPj cos8o ) (IV. 6) 

and Ei' E j , Pi' and Pj are functions only of SI; and S12 

when evaluated in the frame given in the parentheses 
after the angle. Thus 

(IV.7) 

and the inverse Racah coefficient, Eq. (I1.15), can be 
used to writel/ l'+2'+3-1+2 in those canonical variables 
needed to cross particle 3": 
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A1'+2'+~-l+2[ J Mel S12' 12' ,SI'2" COS 1'~(1'2') 

= 6 L)~!ft§ (Pa) d~;:a' [cos el'~(1'2,)1 
J 1'2' 

M3 

XA1'+2'+3-1+2(S12,JI2,M:i, SI'2' ,J1'2')' (IV.8) 

Equations (IV.5)-(IV.8) can be combined to give 

A l' +2' +3- 1+2 (SI2' J I2> M 3, SI' 2' , J 1• 2.) 

~ AI '+2'+3-l+2(SI2' J 12 ,M~, S2'§' J 2•3) (IV.9) 

where the arrow denotes the sequence of operations in
volving the Racah coefficient, the change of variable, 
and the inverse Racah coefficient. 

To finally cross l' + 2' ~ 1 + 2 + 3 to 2' + 3" ~ l' + 1 + 2 
we crossAI'+2'+~-l+2(SI2,JI2,Ml" S2.§,J2•a) as was done in 
Eq. (IV. 4) to get 

A 2'+3- P+l+2(S2'3' J 2• 3' MI' , SI2' J 12 ) 

- (I)JI2+J2'~Al'02'+~-l+2( J M - J. ) 
- - cont 5 12 , 12' 1" 8 213 , 2'~ • 

Putting all these steps together then gives 

A 1'+2'·10203 (SI'2' , J l '2' , Ma, S12' J 12 ) 

-A l'+2'+3-1+2(SI2' J 12 ,M§, SI'2' , J l'2') 

(analytic continuation in S l' 2') 

_A l '+2'+a-l+2(s J. M S - J. -) 
cont 12' 12 , 1" 2' 3 , 2' 3 

(use of Racah coefficients) 

_A 2'+§-iiol+2( J M S J) 
con! S2'3' 2'~' 1" 12' 12 

(analytic continuation in S12) 

(IV,l1) 

and shows, assuming that analytic continuation is possi
ble, that the Racah coefficients provide the transforma
tions between the correct canonical variables, Note that 
the angular momentum label is not preserved under the 
double crossing Eq. (IV. 11) as it is in the single cross
ing Eq. (IV,lO), which is of course why one convention
ally crosses amplitudes rather than partial wave 
amplitudes. 

V. CONCLUSION 

It has been shown how one may define Racah coeffi
cients for the Poincare group by relating all basis trans
formations to a standard preferred basis, the sym
metrically coupled basis. With only a slight amount of 
complication it is possible to calculate the coefficients 
for particles with arbitrary spin and boost. 3 

Further, one can consider going from three to four 
and, in general, to N particles, corresponding to the 
3J, 6J, and 9J, ••• symbols. 1 Since it is possible to 
construct symmetrically coupled N-particle states, the 
entire procedure outlined in Sec. II quite easily gener
alizes to N particles. For example for N = 4 one could 
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couple 1 to 2, then 1 - 2 to 3, and finally 1 - 2 - 3 to 4; 
the Racah coefficient relating such a stepwise coupled 
state to the symmetrically coupled 4-particle state in
volves two Wigner L) functions, one with an argument 
evaluated in the 1 - 2 CM frame, and the other in the 
1 - 2 - 3 CM frame. Again the argument of theseL) func
tions can be shown to involve relativistically invariant 
subenergies only. And, in general, for N particles, N 
-10 functions are involved, eachLJ function labeling 
the intermediate angular momentum of the previously 
coupled particles. The only complication which arises in 
this procedure is that the set of subenergies formed 
from momenta such as (PI + P4)2, (P2 + P3 + P5)2, etc. no 
longer fixes the momenta of all the particles in the body
fixed frame; it is also necessary to introduce invariants 
such as €"'8Y6P"'P'iP;P~, But even this complication is 
handled by the group theory. It can be shown that the 
manifold corresponding to an N-particle phase space is 
given as the double coset manifold 

5U(2)® 5U(2)® 00. ® 5U(2)/ 

----~---~---~-------N times 

5£(2, C)® 5£(2, C)® 000 ® 5£(2, C)/5£(2, C), -- ~------------N times 

Written in this form one sees that any choice of relativis
tic invariants formed from four momenta provides a set 
of coordinates for the double coset space. This topic 
will be discussed in more detail in a subsequent paper 
dealing with particles having intrinsic spin and the re
lation between Racah coefficients and spin crossing 
matrices. 

The general conclusion to be drawn is that dealing 
with symmetrically coupled N-particle states is no more 
complicated than dealing with three-particle states; this 
result arises solely from the induced representation 
structure of the Poincare group and is to be contrasted 
with the rotation group and the complexities arising 
from 9J, 12J, etc., symbols. 
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It is shown that the general chiral S U 2 X S U 2 invariant pion Lagrangian in the form given by 
Giirsey can be used to obtain a general and convenient parametrization of an infinite set of 
generators of the noncom pact 0 (4.1) group. Various special cases of the general form of the 
generators are given. and one particular form is shown to coincide with the generators of the 0 (4.1) 
group used in the literature. 

I. INTRODUCTION 

We consider here the problem of representing the 
generators of the noncompact 0(4, 1) group uSing a pair 
of canonically conjugate operators. For the purpose of 
parametrizing the generators in a convenient way, we 
use the general form of the chiral SU2

X SU2 invariant 
pion Lagrangian given by Gursey.1 The pair of canoni
cally conjugate operators then becomes the isovector 
pion field cp and its canonically conjugate momentum 
II defined through the chiral invariant pion Lagrangian. 
Since the most general chiral SU2 xSU2 invariant pion 
Lagrangian contains an arbitrary function of the pion 
field, we thus define an infinite set of operators II that 
are canonically conjugate to cp. Using this infinite set 
of canonically conjugate operators, we construct an in
finite set of generators of 0(4, 1) group. For the 
0(4) -SU2 XSU2 subgroup of the 0(4, 1) group, we take 
the usual vector and axial vector operators of the chiral 
SU2 XSU2 group. To these six operators, we adjoin a set 
of four operators that form a chiral 4-vector and thus 
transform as the (t t) representation of the chiral 
SU2 XSU2 group. The resulting set of ten operators is 
shown to generate the noncompact 0(4, 1) group. Several 
special cases of the general form of the generators are 
considered, and one particular form is found to coin
cide with the generators of 0(4, 1) group used by 
Giirsey.2 

II. CHIRAL SU2 X SU2 PION LAGRANGIAN 

In this section we define the chiral SU2 XSU2 invariant 
pion Lagrangian as given by Gii rsey1 and cast it in a 
form that will fascilitate the discussion of this paper. 

In the method initiated by Giirsey, the SU2 XSU2 in
variant pion Lagrangian is expressed in terms of a 
2 x 2 unitary, unimodular pion matrix U, which is a 
nonlinear function of the dimensionless operator if T'CP, 
where f is a real coupling parameter with the dimension 
of length, and T are the usual 2 x 2 Pauli matrices. A 
general and convenient parametrization of the pion 
matrix is given by 

(1) 

where a and p are real, scalar, isoscalar functions of 
the dimensionless operator f2<p2. Without any loss of 
generality, we choose a and p such that 

a(O) = p(O) = 1. (2) 

1253 Journal of Mathematical Physics, Vol. 16, No.6, June 1975 

The requirement that U be unitary implies that 

u2 + 4j2p2<p2 = 1, 

and hence, from Eqs. (2) and (3), we get 

a' = - 2 + 0(f2), 

(3) 

(4) 

where the prime denotes a derivative with respect to 
f2<p2. Thus, in general, a and p are given by 

a(f2cp2) = 1 - 2f2cp2 + 0(f4), 

p(f2cp2) = 1 + 0(f2). 

(5a) 

(5b) 

The matrix U is assumed to transform linearly under 
the chiral SU2 XSU2 group as the (t, t) representation, 
so that its transformation law is 

U - exp[iT' (w - 11)/2] U exp[ - iT' (w + 11)/2], (6) 

where wand II are the space-time independent isospin 
and chiral parameters, respectively. 

In terms of the pion matrix U, the chiral SU2 XSU2 in
variant pion Lagrangian can be written as 

(7) 

where the normalization has been chosen such that the 
expansion of L n in powers of f gives the free pion 
kinetic energy term in the lowest order. By using the 
explicit form of U given in Eq. (1), the pion Lagrangian 
(7) can also be written as 

(8) 

We note that the unitarity condition (3) gives a relation 
between a and p, and hence only one of these pion func
tions is independent. Until a specific choice is made for 
this independent pion function, the SU2 xSU2 invariant 
pion Lagrangian given above is quite general. 

We now proceed to cast the chiral invariant pion 
Lagrangian (7) or (8) in a form that utilizes a metric in 
three-dimensional curved isospin space. To this end, 
we write the Lagrangian given in Eq. (7) as 

where i,j=1,2,3, and 

'ii __ l_ (!.!!...- aut) 
(J - 8f2 Tr acpi acpi . 
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By using the explicit form for U, computing the trace, 
and using several identities that follow from the unitarity 
relation (3), the expression for the metric Gli can be 
simplified to 

Gii = p2 [0 ij + j2rpirpi (a'2 - 4p4 \]. 
l(1- a 2 )J (lOb) 

We note that the metric form of the SU2 XSU2 pion 
Lagrangian given here provides a generalization of the 
pion Lagrangian written previously in this form by 
Meetz3 who considered the special case when p = 1. 

Using the pion Lagrangian (9), we define the four
momentum II" i canonically conjugate to rp i as 

. oLn .' . 
IT,,'=- O(o"rpi) =G'Jo"rpJ, (11) 

and, inverting this equation, we can express the or
dinary derivative of the pion field in terms of its 
canonically conjugate momentum as 

O"rpi=(G-1)iiIT"i, (12) 

where the inverse metric (C-1 ) ii is given by 

(G-1)ii = ;2 [oii - j2rpirpie~,\~: ~ ;r,4)) J. (13) 

In concluding this section, we observe that the method 
used here to obtain the explicit form of the metric for a 
chiral invariant meson Lagrangian can be extended to 
the case of chiral SU3 XSU 3 symmetry. 

III. GENERATORS OF 0(4,1) GROUP 

In this section we construct the generators of 0(4, 1) 
group in their general form in terms of the pion field 
operator rpi, its canonically conjugate momentum IIi 
=IIoi, and isoscalar functions of rpi and ITi. Our basic 
assumption is that the operators rpi and IIi satisfy the 
equal-time canonical commutation relation 

(14) 

The generators of the 0(4) -SU2XSU2 subgroup of the 
0(4,1) group are taken to be the time component,s of the 
usual vector and the axial vector currents of the chiral 
SU2XSU2 group defined according to 

J/.< = (l/SW) Tr[(Ut o"U + Uo"ut) 'T/2)=p2cp X O/.<cp, (15) 

Js" = (l/Sij2) Tr[(Uto /.< U - ua" ut)'T /2) 

=(l/2j)[ao,,(pcp)-(pcp)o/.<a]. (16) 

To these six operators, we adjoin a set of four current 
operators that transform as a 4-vector under the chiral 
SU2XSU2 group, and are defined as 

F s" = (1/2j) a ,,(PCP), 

s" = (1/4F)a"a. 

(17) 

(IS) 

Then using the relation between Gorp; and IToi given by 
Eq. (12), the time components of the operators J", J s,,' 

Fs,,' and 5" can be expressed in terms of rpi and ITi 
according to 

(19) 
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If we now define the charges corresponding to these 
ten operators as 

Qi= I Jo
i(x)dx 3, Q~= I J 50

i(X)d3x, 

Rsi=J Fsoi(X)d3x, s=JSo(x)d3x, 

(20) 

(21) 

(23) 

(24) 

then, using the canonical commuation relation (14), we 
find that the ten operators Q i, Qs i, Rs i, and S obey the 
commutation relations 

[Qi, Qi) = [Q;, Q/) = iEiikQk, 

[Qi, Q/) =iEiikQ/, 

[Qi,R5i)=iEiikRsk, lQi,S)=O, 

[Qs!,R/)=ioiiS, [Q si,S)=-iR5
i, 

[Rsi,S)=-iQsi, [R 5i,R/)=-iE iik Q/, 

(25) 

(26) 

(27) 

(28) 

(29) 

which are recognized as the commutation relations of 
the noncompact 0(4, 1) group. 

We note that the commutation relations (25)-(29) hold 
in general for arbitrary choices of a and p consistent 
with the unitarity constraint (3), Any particular choice 
of a and p will give a special parametrization of the gen
erators of 0(4, 1) group. We consider some special 
cases in the next section. 

IV. SPECIAL MODELS 

In this section we give several special forms of the 
generators of the 0(4,1) group. These special forms 
result from specific choices for the pion functions a and 
p. The caseS we consider correspond to various 
models of the chiral SU2XSU2 invariant pion-pion in
teraction that have been studied by various authors. 

A. Square-root model4 

In this model, 

a=(1_4j2rp2)1/2, p=1, 

and hence 

J o = cp x n, J 50 = (1/~) (1- 4j2cp2l 12 TI, 

F so = (1/2f) (n - 4j2cp cp . ll), 

So= - (1 - 4j2r(2)1/2 cp' n. 

B. Inverse square-root modelS 

For this case, 

G=p=(1 +4j2rp2rl/2, 

and 

Abdul Ebrahim 

(30) 

(31) 

(32) 

(33) 

(34) 
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F50= (1/2f) (1 + 4j2rp2)1/2 II, 

So = - (1 + 4j2rp2)1/2rp·II. 

C. Exponential model l 

This model is defined by 

a = cos( 4j2rp2)1/2, 

P = (4f2(l)"1/2 sin( 4f2rp2)1/2, 

and hence the generators are given by 

Jo=CPXII, 

J 50 = (1/2f){( 4j2rp2)1/2 cot( 4f2c(2)1/21I 

_ 4j2[(4j2rp2)"1/2 cot(4f2rp2)1/2 

- (4j2cp2tl] rp rp . II}, 

Fso = (1/2f){(4f2cp2)1/2 csc(4f2cp2)1/21I 

- 4j2[( 4f2cp2t 1/2 csc( 4f2c(2)1/2 

_ (4f2rp2t 1 cos( 4f2 rp2)1 /2] cp cp • II}, 

D. Linear model6 

For this model, 

a=1-2f2cp2, p=(1_f2cp2)1/2, 

and, hence, 

(35) 

(36) 

(37) 

(38) 

(39) 

(40) 

( 41) 

Jo=CPXII, (42) 

J so = 2~ [(1 - f2c(2)"1/2 (1 - 2f2cp2) II + f2(1- f2cp2t 1/2 

xcp '11' II , (43) 

F50= 2~ [(1- f2cp2)"1/2 II + /2(1- /2cp2t 1/2(2f2cp2_ 3)'11 '11 • II] 

(44) 

(45) 

E. Rational model 7 

Here 
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and hence the generators are 

Jo=cpXII, 

J so = (1/2f) [(1 - f2cp2) II + 2f2rp rp" II], 

Fso = (1/2f)[(1 + f2cp2)II - 2f2rp '11 "II], 

So = - rp. II. 

(47) 

(48) 

(49) 

(50) 

We note that this particular form of the generators of 
the 0(4, 1) group has been used previously by Giirsey2 
and by Barut. 8 This form has also been found useful for 
the description of chiral SU2

X SU2 representation mixing 
for the pseudoscalar mesons. 9 

In conclusion, we remark that the method used here 
for constructing the general form of the generators of 
the 0(4, 1) group can be extended to the case of the 
conformal group 0(4,2). 
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In this short note we calculate the correlation and cluster functions of the discrete Coulomb gas in one 
dimension considered recently by Gaudin. We consider also the discrete versions of the Gaussian ensembles 
previously studied extensively. 

Recently Gaudin1 considered a discrete version of the 
circular ensembles of Dyson. 2 The positions which a 
unit charge can occupy on the circumference of the unit 
circle are restricted to N equidistant points exp(iO) 
OJ = 21Tj /N, 1 s; j s; N. One considers only three values 
of the inverse temperature 13, 13= 1,2, and 4. The joint 
probability density for n unit charges to occupy posi
tions jlJ ••• ,jn is taken as 

(1 ) 

where 

W= W{jlJ'" ,jn) 

6 lnlei8'_ei9ml, (2) 
llE:l<m:En 

0, = 21Tj/N, (3) 

and CNne is the normalisation constant 

[n/21 1T 
C =n!N'[n/21 n cot(n-2j+1)-

Nnl j =1 . 2N ' 
(4) 

C (2v)! >rn-v , 
Nn4= -2v ,H n" v. 

where [x] denotes the integral part of x and 

v = tN - 1 tN - n I. 
The values of C Nne given above are due to Gaudin. He 
proceeds then to calculate other thermodynamic quan
tities begining with the free energy. 

(5) 

(6) 

(7) 

We want to say that one can calculate the correlation 
and cluster functions for this discrete system. The 
Simplest case is 13= 2 because the orthogonality 
property 

- eim9 dO-o maninteger 11'2' 21T a - mO, , 
(8) 

perSists when we replace the integration by a sum over 
N discrete points 

-.!:. te1m <2r/N)J- tom and l integers. 
N .1=1 - ,=_~ ""IN, 

(9) 
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If P and q take the values l-n-t, 1=1,2, ... ,2n, then 

(10) 

provided 2n s; N. Hence for 13= 4, 2n s; N, one can calcu
late all correlation and cluster functions by Dyson's 
method3 of quaternion determinants. If 2n> N the right
hand side of Eq. (10) may contain additional terms 
Op,q;,N' Also if p takes the values l- t(n + 1), l 
= 1,2, .•• ,n and q the values ± (l + t(n - 1 ), 
l = 1,2, ... ,00, then the sum in Eq. (10) is not longer 
zero. Thus the method of quaternion determinants fails 
for (3 = 4, 2n > N or for the case (3= 1. However, in this 
later case one may still calculate the two point correla
tion function by the method of summation over alter
nate variables. 4 

The results are as follows. With 

( )_ -.!:. ~ jpB _ -.!:. sin(tne) 
5n e - N e -" . (1 e) , p Jv sin "2 

12n (0)= ~ ~ (iq)-le109 , 

where p and q take, respectively, the values 

n-l n-3 n-1 
p=- -2-' - -2-'''''-2-' 

q=±1/2, ±3/2 ..... ±(n-(1/2», 

we define 

and 

1 [52n (0) D2n (e)] 
G4(e)="2 1

2n
(e) 5

2n
(e) 

The m point correlation function defined by 
, N N 

R",/l{jlJ'" ,jm)= ( n. )' 0 " . 0 PaUlJ'" ,jn) 
n - m . im+!=l in21 

is given for (3= 2 and (3= 4 by 
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(13) 

(14) 

(15) 

(16) 

(17) 

(18) 
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RmS(ju.·· ,jm)={det[O'a(ek - e/)]k./=j1 •.•.• j)\ 

where 

A= 1 for (3= 2 and A= 1/2 for (3= 4. 

Moreover, if (3=4, Eq. (19) is valid only for N~ 2n. 
The determinant in the above equation is of order 
mXm if (3=2 and of order 2m x 2m if (3=4. The m 
point cluster function defined4 by 

(19) 

where G denotes any division of the indices jUj2"" ,jm 
into unordered subsets Gu ••• ,G/ and h j is the number of 
indices in G H is given for (3= 2 and (3= 4 by 

with A = 1 for (3= 2 and A = 1/2 for (3= 4 and where L;p 
denotes a sum over the (m -I)! distinct cyclic permu
tations of the indices 1 ~ 2, •.• ,m. In case (3= 4, we 
again suppose N ~ 2n. 

Except that (21Tt1L;p is replaced by N-1~p in the de
finitions of Sn' Dn~ and In above, the correlation and 
cluster functions are exactly the same as in the con
tinuous case of Dyson's circular ensembles; therefore, 
they coincide when N - 00, as they should. 

Also one may conSider discrete versions of the 
Gaussian ensembles and in general ensembles related 
to other classical orthogonal polynomials. 5 For this the 
positions which a unit charge can occupy is restricted 
tothesetofzerosxj , l~j~N, ofHN(x), whereHN(x) 
is the Nth Hermite polynomial for Gaussian ensembles 
or it is the Nth degree polynomial of the orthogonal set 
in general. The joint probability density for the n unit 
charges to be at positions Xl' ••• ,xn is taken as 

Pa(x" ..• , X,,) = G;~ exp(- (3W), (22) 

where 
1 n 

WO"W(X1"",Xn)=-Q~Wj- 2J Inlxj-x,l, 
,.., 1=1 10;j(j"n 

(23) 

WI are the weights of the Gaussian quadrature formulaS 

related to the set of orthogonal polynomials used and 
the normalization constant Gna does not depend on N; 
for the GaUSSian case, 

(24) 

Gna=1Tn/22-n(n-ll/4(3"(n-l)(l-a)/4{r(1 +~(3)}-n·n r(l +~m). 
,=1 

The presence of (3 in Eq. (23) above is very uncom
fortable, but we do not know how to get rid of it. 

(25) 

We give below the results only for the Gaussian case. 
Because of the formula 

(26) 
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where fix) is a polynomial of degree <2N, the working 
is almost the same as in Ref, 7 with minor changes and 
we will not repeat it here. 

Denoting the normalized harmOnic oscillator wave
functions by 

rpj(x)=(~/22'j!rl/2exp(x2/2) (- d~)' exp(-r), 

(27) 

we set 

flJ =i J _ .. y"'x .... dxdy{rpj(x) rp/y) - rp/x)rpj(y)}, (28) 

N-1 

e(x,y)= L flJrpj(x)rp,(y), (29) 
'.J,.O 

S"(x, y) 
,.-1 

=L rp/(x) rp/(y) +(tn)1/2 rp"_l(X) J::. e(y,t) rp"(t)dt, 
leO 

I"(x, y) = i: e(x, t) S"(t, y) dt, 

D"(x,y) 
"-2 (i + 1) 1/2 

=?~ -2- {rp/(x) rpl+1(Y) - rp/+1(X) rp/(y)}, 

J"(x, y) =I"(x, y) - e(x, y), 

() 
{ 

0 if n is even, 
o!x= 

rp"-l (x)/ 1.: rp,,-l (t) dt if n is odd, 

,,-1 
0'2(x,y)=L rpj(x)rp/(y), 

1_0 

and 

( ) 1 [~"+l(X'Y) D2"+1(X,y)] 
0'4 X, y = 2" 1 () ( ). 2".1 X,y S2,,+1 y,x 

Then one has 

R = _n_!_ t ... t Pa(xh , .. • ,Xj) 
rna (n - m)! 1m.101 'no1 

= {det[O's(x/, Xk)J/.k='l''' .• ,), 

(30) 

(31) 

(32) 

(33) 

(34) 

(35) 

(36) 

(37) 

(38) 

where x.=1/2 for (3=1 and (3=4 and X=l for (3=2. As 
for the continuous case, the determinant in Eq. (38) is 
of order m Xm for (3= 2 and of order 2m x2m for (3= 1 
and (3=4. 

It might seem strangeB that the result (19) was not 
stated for the case (3= 1 and it was stated for (3= 4 only 
when 2n ~ N, while the corresponding result (38) for 
the Gaussian model is valid without these restrictions. 
The reason why Dyson's method works in the later case 
under all circumstances is that the functions €, Sn' In' 
D", and J" defined by Eqs. (29)-(33) satisfy the 
relations 

e*Sn=In, €*D,,=D,,*e=Sn' In*S"=J,";*Dn=O, 

Sn * Sn = Dn * In = In * Dn = Sn, 

Sn*I"=I", D,,*S"=D", 

M.L. Mehta and G.C. Mehta 
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(40) 
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with the notation 

N 

F*G= L F(x, Zj) G(Zj,y), (41) 
j=l 

Zj being the zeros of the Hermite polynomial HN(x). 
The method would work for the circular model as well 
if one could define functions satisfying the above rela
tions (39 )-(40), with the notation 

? ( 21T.) (21T. ) F*G=~F e'}jJ G }jJ,q,. (42) 

However, because of the reasons stated just after Eq. 
(10), relations (40) are not valid for the case {3=4, 
2n > N, and we could not define an E with the required 
properties. 
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We obtain expressions for the radiative level shifts of a two-level system in terms of (i) recurrence 
relations, (ii) ratios of determinants, (iii) continued fractions, and (iv) a Lidstone expansion. These 
expressions are shown to be very useful for numerical computations. It is pointed out that 
perturbation series in powers of the coupling constant are not the most appropriate way of 
representing the solutions of the problem, but if they are to be used, different series should be 
employed depending on the relative value of the frequency of the field to the frequency of the 
two-level system. The significance of these results in the general theory of perturbation is discussed. 

1. INTRODUCTION 
This paper contains a discussion of a simple model 

of the interaction of radiation characterized by a fre
quency w with a two level atom whose energy levels are 
postulated to be ± two (in units with n" 1). The Hamilto
nian frequently chosen to represent the photon-atom 
interaction is 

(1. 1) 

where at and a are the usual photon creation and annihi
lation operators and SZ, S-, and S+ are the commonly 
used spin operatorso In particular SZ for a spin t sys
tem, which is equivalent to our two level atom, has 
the characteristic values ± t. The parameter A is a 
measure of the strength of the photon-atom interaction. 
This model interaction of only one field mode with a two 
level atom is a simple model and does not represent 
adequately many features of the more realistic interac
tion involving an infinite number of modes. The many 
mode case is being examined and will be published in a 
later paper. 

We will employ the Bargmann representation dis
played in Eq. (2. 2) of the next section to express H as 
a differential operator. In this representation the un
perturbed wavefunctions have an especially simple 
form being merely a product of powers of three complex 
variables. By expanding the wavefunctions of the full 
Hamiltonian as a linear combination of the unperturbed 
wave functions, the coefficients of the various products 
of powers will be shown to satisfy certain recurrence 
formulas which can be investigated in detail through the 
introduction of appropriate generating functions. From 
these generating functions, it is found that the required 
energy levels of (1. 1) are eigenvalues of a secular 
equation which is essentially composed as the sum of 
two continued fractions. In the rotating wave approxi
mation in which the second interaction term in the 
square bracket of (1. 1) is neglected, our generating 
functions immediately yield the well-known energy 
levels for the coupled system as first obtained by 
Jaynes and Cummings. 

The continued fraction formulation of the secular 
equation for the energy levels of (1. 1) is similar to one 
derived by Swain by a quite different type of analysis. 
The advantage of the continued fraction formulation is 
that a number of different kinds of expansions can be 
made, depending on the regime of interest of the basic 
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parameters (A, w, wo). When A is small, power series in 
A equivalent to those which would follow from standard 
perturbation theory are obtained. In the large quantum 
number limit they are the same as expansions derived 
by Shirley by semiclassical methods. 

The various formulas which are equivalent to results 
of standard perturbation theory have resonance denomi
nators proportional to (wo - w), (wo - 3w), (wo - 5w)···. 
Hence it would seem that the expansions diverge as 
field and atom modes become resonant. However, if 
one sets w "wo in the basic continued fractions before 
calculations are made, new series expansion in A with
out resonance terms are obtained. There are also al
ternative expansions when Wo '" 3w, etc. The resonance 
difficulty can be traced to invalid and resolved by 
making valid series expansions. In its most primitive 
form the problem is clear if one remembers the two 
expansions for (a+ b)-I, 

( btL a-1[1-(b/a)+".] ifa>b 
a + - b-1[1- (a/b) + ••• ] if b > a. 

(1. 2a) 
(1. 2b) 

In our basic continued fraction a term analogous to b is 
proportional to A while one analogous to a is proportion
al to (w - wo)' The standard perturbation series would 
correspond to (1. 2a) while the appropriate expansion 
at or near resonance is (1. 2b). The proper expansion 
of the continued fraction in this regime yields energy 
levels which are power series in (w - wo)' Analogous 
series are also obtained near the resonance 3w '" wo, 
etc. 

We will also discuss a novel perturbation theory 
which takes advantage of the fact that energy levels are 
known exactly when the rotating wave approximation is 
made [i. e., when (atS+ +as-) is omitted] as well as when 
the term (atS- + as+) is omitted. Hence, if we write the 
interaction term in (1. 1) as 

(1. 3) 

we know the properties of the system exactly when 
y'" 1 and when y ,,0. We require the properties when 
y" t. As a first approximation a simple interpolation 
between the two exact results would be chosen. Hence 
if we were concerned with a function A(2A, y) which 
depended on the full Hamiltonian H(2A, y), then 

A(2i\, y) '" (1 - y)A(2A, 0) + yA(2A, 1), (1. 4) 

the A(2A, 0) and A(2A, 1) being known exactly from the 
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rotating and "counter rotating" wave approximation. 
Equation (1. 4) is then systematically improved by 
making an expansion (the Lidstone expansion) of A(2A, y) 
about the two points y = 0 and y = 1. 

This paper is the first in what we hope will develop 
into a series on models of increasing complexity which 
involve Hamiltonians which can be expressed in terms 
of creation, annihilation, and spin operators. The style 
will be to use the Bargmann representation and to then 
find appropriate generating functions which will allow 
one to find a clear formulation of the secular equation 
which must be solved. A richer variety of series ex
pansions, some of which do not involve divergences 
will then be possible, than is available from standard 
perturbation theory. Investigation of singularities which 
are inherent in problems might be made directly from 
the differential equations obtained by using the Barg
mann representation. 

2. THE HAMILTONIAN AND THE BASIC 
RECURRENCE RELATIONS 

The problem of calculating the stimulated and spon
taneous radiative frequency shifts in a two-level atom, 
and the mathematically equivalent problem of determin
ing the so-called Bloch-Siegert shifts in a spin t sys
tem in a magnetic field, are of considerable theoretical 
and experimental interest and have been the subject of 
many studies in recent years. I The problem involves, 
in principle, the determination of the eigenvalues of the 
following Hamiltonian (in units of Ii = 1): 

H=woSZ+wata+'\[(atS-+aS+) + (atS+ + as-)1 (2.1) 

-=Ho+AHI 

where at and a are the photon creation and annihilation 
operators and the S's are the usual spin operators. We 
begin by casting the eigenvalue equations H I E) = E I E) 
into the form of a differential equation USing the 
Bargmann representation2 for the field and spin 
operators 

a a-
az' 

S--v~ 
au' 

(2.2) 

In terms of this representation, the eigenvalue equation 
becomes 

{

I (a il) a 
ZWO\u au - v oV +wz GZ 

+ ,\rl(zv~+ ~ u..E....)+(zu~v.~--v..E....)J} L au az iJv 011 oz au 

Xf(A; u, 11, z) =E(A)f(A; u, v, z). (2.3) 

The unperturbed eigenfunction fS'm, "(A; 11, v, z) which 
corresponds to the quantum numbers S, m (for the total 
and z-component of the spin), and n (for the number of 
photons) is given by 

The associated unperturbed eigenvalue is given by 

ES'''''"(O) = (- SHn)wo +nw. (2.5) 

For the spin t system, we write the unperturbed eigen-
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functions and eigenvalues as uCi +a)/2vct-ol/2zn and 
tawo + nw, where (I = - 1 (lower level) and 1 (upper level) 
and n = 0,1,2, .. '. In the presence of interaction, let 
the energy and eigenfunction of Eq. (2. 3) corresponding 
to the quantum numbers~ a and n be expressed by 

£0' "(A) = taw o + nw + :0 Ag. nAP 
p=1 

(2.6) 

and 

(2.7) 

We now make a crucial step by letting3 

(2.8) 

with b~;~, 0 = Gp, o. Then substitution of Eqs. (2.6) and 
(2.7) into the eigenvalue equation (2.3) and comparison 
of the coefficients of like powers of u, 11, and z lead us, 
as shown in Appendix A, to the following recurrence 
relation involving A's and b's. This enables us to deter
mine these quantities recurrsively in a consistent man
ner (omitting the superscripts (I and n on the A's and 
b's for convenience): 

(iwo +kw)bp;i,k+{[t(1 +a)+i + 1 ]l)P-I;i+l,k-l 

+ [- t(1 +0") - i + 2]{n + k + l)bp _I ;i_l.k+l} 

+ ([- t(1 +a) - i + 2]bp_l ; i-I, k-I 

+ [t(1 +a) +i + 1](1l +k + l)bp_I ;i+l,k+l} 
p-I 

= '0 Ap-qb.;i,k 
.=0 

(2.9) 

with bp;o,o=op,o and bp;i,k=O if Iii or \1<\ or both is :c.p 
[see Eq. (2.8)1. The step given by Eq. (2.8) is crucial 
because if the lower or upper limits of the summations 
were chosen differently, the resulting recurrence rela
tion would lead to either an inconsistency or redundan
cy. 3 We note that the eigenfunction in (2.7) should be 
expressible in the form 

:0 (c kll +dkv)zk, (2.10) 
keO 

where ck and d k are some constants, but this appears to 
be inconsistent with the form obtained by substituting 
(2.8) into (2.7). Actually, however, the recurrence 
relation (2.9) automatically gives, as we show in 
Appendix B, b~: 7, k = 0 for all k < nand b;; 7, k = 0 unless 
i = 0 or - 1 and b;; 7, k = 0 unless i = 0 or 1, and thus we 
have the correct form (2.10) for the eigenfunctions. 
We also show in Appendix B that the only nonzero 
bp ; i, k for i = 0 are those for which k is even and the only 
nonzero bp; i,k for i = 1 or - 1 are those for which I< is 
odd. All these results hold no matter whether iwo + hw 

'* 0 Or = 0 for certain i and k. In the case iwo +kw '* 0, 
the nonzero b's are 

b p; 0. k' P even, I? even 

and 

bp;*I,k, P odd, k odd. 

The recursion scheme for the case n = 0 (spontaneous 

F.T. Hioe and E.W. Montroll 1260 



                                                                                                                                    

k-

pi 2 3 4 5 6 7 8 
1 x 
2 x 
3 x x 
4 x x 
5 x x x 
6 x x x 
7 x x x x 
8 x x x x 

FIG. 1. 

emission) in the nonresonance case, for example, is 
given in Fig. 1, where p denotes, as usual, the order 
of the perturbation and the crosses represent the non
zero b's which need to be calculated in order to obtain 
the coefficient A in Eq. (2,6) of that order. As can be 
seen from Eq. (2.9), the bp;i,k are expressed in terms 
of the A's and b's of the previous orders, and they can 
be determined individually as there is only one b of 
order p appearing in each equation (2. 9). Thus, al
though the number of b's which need to be determined 
increases as the order of the perturbation term required 
increases, the labor involved increases only linearly, 
and the recursion scheme is seen to clearly provide a 
very powerful and very efficient method for numerical 
computation. 

For a finite value of n, e. g., n =4, the recursion 
scheme is shown in Fig. 2. For very large value of n, 
the values of b become symmetrical about k = 0 and the 
scheme is effectively reduced to that shown in Fig. 1. 

It will be noted from (2. 9) that if w = wo, or 3w = wo, 
etc., the recurrence relation (2.9) can still be used, by 
rearranging terms on the left- and right-hand sides, 
to give bp;i,k' These resonance cases are conveniently 
dealt with by expressing A and b in a different way, as 
we shall discuss in the following sections, 

3. ENERGY EXPRESSIONS IN TERMS OF 
DETERMINANTS AND IN TERMS OF 
CONTINUED FRACTIONS 

We now show that the recurrence relation (2,9) given 
in the preceding section can be expressed in terms of 
certain determinants which in turn satisfy certain re
currence relations. 

Let us consider only the case (J = - 1 because the re
sult for the case (J = 1 can be immediately deduced by a 
simple symmetry consideration (changing Wo into - wo, 
etc.). We also omit the superscripts (J and n on the 
A's and b's for convenience. By using the following 
more compact notations, 

and 

(3. 1) 

the recurrence relation (2.9), for (J = - 1, can be written 
as two simultaneous equations: 

2kw iJ.p (2k) + (n + 2k + 1) lJp-1 (2k + 1) + lJp_1 (2k - 1) 
p-l 

= 6 Ap-qiJ.p(2k), 
q=O 
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(3.2) 

[(2k - 1)w + woh-l (2k - 1)+ (n + 2k)J..(p_2(2k) + iJ.p_2(2k - 2) 
p-l 

= 0 Ap_q lJp (2k -1) 
.=0 

with the conditions iJ.p (0) = OP,O and iJ.p(2k) = lJP-l (2k - 1) = 0 
if 12k I > P. We define the generating functions 

'" 
U2k (A) = L; J..(p (2k »l, 

P=l", 
(3.3) 

V2k_I (A)=' L; lJp(2k-1)AP+I , 
p=! 

(3.4) 

and 

'" 
A(A) = L; ApAP. 

p=l 
(3.5) 

From (3.2), we get 

[2kw - A (A) ]U2k (A) + V2k_1 (A) + (n + 2k + 1) V2k+1 (A) = A (A) °0, 2k, 

(3.6) 

[(2k - 1)w + Wo - A (A) ]V2k_1 (A) + A2[ U2k_2(A) + (n + 2k)U2k (A)] 

= - A2[00,2k_2 + (n + 2k)00,2k]' 

Finally by abbreviating 

a2k = 2kw - A(A), 

a2k_1 = [(2k - 1)w + Wo - A (A)]A -2, (3.7) 

Eq. (3.6) may be expressed in the tridiagonal matrix 
form by 

-1 a_2 - c_l 

-1 a.1 - Co 

-1 ao - Cl 

-1 al - C2 

-1 a2 - C3 

U_2(A) 0 

- V_I (A) 
n 

x Uo(A) 
A(A) 

(3.8) 

- VI(A) 1 

U2(A) 0 

Let us define the tridiagonal determinants 
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FIG. 2. 

a_m - c_m+1 

-1 a_m+1 - C_m+2 

X m_k'" , k = 0,1, . , . ,111- 1, 

-1 a_1_k (3,9) 

ak_1 - ck 

-1 ak - ck+1 

Ym+k'" , k=2,3, .•• ,m+1. (3.10) 

The elements g~-N. m' g~-.\: m+l, and g~-;1: m+2 of the inverse 
of the tridiagonal matrix 

1 
G= 

are given by4 

and 

g ~-.\: m = Y m+2Xm-tl D, 

g~-.\:m+1 =XmYm+JD, 

a_I 

-1 

(-I) - X Y /D 
gm+l,m+2 -cl m m+3I , 

- Co 

ao - c i 

-1 a1 - C2 

-1 am 

where D = detG. From Eq. (3.8), we obtain 

(3.11) 

(3.12) 

(3.13) 

UO(A) = (l/D)[nY m+2Xm_1 +A(A)XmY m+2 + (n + l)XmY m+3]. 

(3.15) 

Since UO(A) = 0, we find 

A(A) = -lim [(nXmjxm) + (n + l)(ym+Jy md]. (3.16) 

Expression (3. 16) represents a solution for the pertur
bation part of the energy E(A). However, it is not an 
explicit one because the determinants X's and Y's con
tain A(A) [see Eq. (3.7)]; but by letting A(A) =AIA 
+A2A2 + ••• the coefficients A I ,A2,··· can be readily ob-
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tained by iteration. The determinants {X,J and {Yk} have 
the convenient properties that they satisfy the following 
recurrence relations' 

X k =ak_(m+l~k_1 - Ck-(m+l~k-2' k=2,3, .•. ,II1, (3.17) 

and 

Yk = ak_(m+!J Yk+1 - ck_mYk+2, k =m +2, m +3, ... ,2111, 

(3.18) 

where Xo and Y2m+2 are defined to be equal to 1. As far 
as numerical computation is concerned, no particular 
advantage is gained in using (3.16) rather than the 
recurrence relation (2.9). However, (3.16) is a com-
pact expression which, inc identally, is suggestive of 
the Pade approximent technique. It is also useful in 
giving an over-all view of the nature of the perturbation 
solution, as will become evident as we proceed to a 
continued fraction representation. 

In the interim, we note that if the Hamiltonian (2.1) 
consists of only the rotating terms, i. e., if 

H = woSz + wata + A(atS- +as+), (3.19) 

the recurrence relation corresponding to (3.2) turns out 
to consist of only two equations 

0+0+ IIp_1(-I) =Ap, 

the other IIp_1 (2k - 1) and iJ.p(2k) for k,* ° being equal to 
zero. Thus by defining as before 

and 

A(A) = 6 ApAP, 
p=1 

we get from (3.20) 

V_I (A) =A(A), 

or 

i. e. , 

(3.21) 

(3.22) 

(3.23) 

(3.24) 

(3.25) 

Since A(A) = ° for A = 0, only the root with the plus sign 
before the square root should be taken and 

E(A) = (n - ~)w + H (w - wo)2 + 4nA211 /2 (3.26) 

which is a well-known result. 5 

There are two series expansions for E(A). If 

4nA2/(w - wof < 1, (3. 26a) 

then 

E(A) = (n- &)w + ~(w - wo)[l + 2A2n/(w - WO)2 

- 8A4n2/(w - wO)4 + .•. 1. 
On the other hand, if 

4nA2/(w - WO)2', 1, 

F.T. Hioe and E.W. Montrall 

(3. 26b) 

(3. 26c) 
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E(A) = (n - t)w + n1 
/2 A[1 + (w - wof/8nA2 

- (w - wo)4/128n2A4 + ... ]. (3. 26d) 

One might be concerned about the fact that (3. 26d) does 
not yield the unperturbed energy levels as A - O. This, 
however, is irrelevent because (3. 26d) is not valid for 
A = 0 in view of (3. 26c). Normal perturbation theory 
would yield only (3.26b). It would imply the existence 
of a divergence as w - woo It is clear from (3.26) that 
it is not a characteristic of the model but only of the 
application of a series expansion outside of its range 
of convergence. This suggests that if we develop ap
proximation technique for the discussion of the energy 
levels of the full Hamiltonian (2.1), we should be alert 
to the need for different kinds of expansions for differ
ent regimes in the space of the basic parameters of the 
problem, w, wo, n, and A. 

Let us return to expression (3.16). Factorizing the 
matrices corresponding to the determinants X and Y 
into product of lower and upper triangular matrices, 
we write for Xm: 

-1 

1 

Equating both sides, we get 

rl1=a_m 

and, for k> 1, 

(i) r kk =a_m+k_1 -Zk,k-lrk-l.k, 

(U) lk. k_lr k-l. k-l = - 1, 

(iii) r k_l.k = - C_m+k _l. 

Combining (i), (ii), and (iii), we get 

r kk =a_m+k_l - C_m+k_l/rk_l.k_l for k> 1. 

Since 

X m_1 =rl1r 22' •. r m-l. m-l, 

Xm =rl1r 22'" r mm, 

we get 

X m_1 __ 1_ _ 1 
Xm - r mm - C_l 

a_1---

Similarly, 

r m-l. m-l 

1 
C-l a_l--
a_2 - C -2 

a_3 - C_3 

•• , - C-m+l 
a_m 

Y m+3 = _____ 1::..... ___ _ 

Substituting (3.7) into the above expressions, we find that A(A) is given by 

A(A)=-nA
2 

( 1)2
1 

- n- A 
f3_1 - A(A) + -'----.!..~--------

f3_2 - A (A)+ _--:('-'..n_-...:2",-) A:..;.2 ___ _ 

f3_
3 

_ A(A) + - (n - 3)A
2 

f3 ... _ A(A) + - (n - nH 1)A2 

-m+1 f3_
m 

- A (A) 

- (n+1)A
2 

( 2) 2 - n+ A 

1 
m- oo , , (3. 27) 

i31- A (A)+ ( 3)2 - n+ A 
132 - A (A) + ~~~~--(;---4"") """"2-----

133 - A(A) + _.!..~_~_,~A _____ _ 

- (n+m)A2 

i3m-l - A (A) + f3
m 

_ A (A) 

where !3zk_l=(2k-1)w+wo, i32k=2kw, k=O,±1,±2,"', 
and where the first continued fraction in (3.27) 
terminates at m =n. A similar expression was given 
by Swains using a different method. Continued fraction 
expressions were also used for various purposes by 
Autler and Towns, 7 Schweber, 8 Stenholm and Lamb, 9 

and many others. 10 As with the determinental expression 
(3.16), A(A) can be solved iteratively from (3.27) by 
substituting A (A) = Al A + A2 A 2 + . .. into it and comparing 
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'coefficients of like powers of A on both sides. The 
remarkably clear layout of expressions in (3.27), how
ever, has the advantage of providing one with a clearer 
understanding of the structure of the perturbation series 
in various regimes of interest, as we shall discuss in 
the next section. 

We want to point out that the results of this section, 
expressions (3. 16) and (3.27) among them, can be 
derived without assuming the eigenvalues Ea. neAl and 
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eigenfunctions fa.n(A; u, v, z) to be power series in A. In 
fact the recursion relations (3.6) can be derived with
out using the results of the previous section. Skipping 
Eqs. (3.1)- (3.5) in the beginning of this section, we 
let 

and 

fa. n(A; U, v, z) = u(l+e) /2v (1-a) /2z "Ba. n(A; u, V, z). 

For 0' =-1, 

E(A) = - ~wo +nw +A(A) 

and, in accordance with (2.10), 

f(A; U, v,z) =vzn +vzn 6 [Uk (A) +UV-1Vk(A)]Zk 
k::::"'ll 

00 

= vz n 6 {[15k, 0 + Uk (A)] +uv-1 Vk (A)}Zk, 
k=-n 

(3.28) 

(3.29) 

(3.30) 

(3. 31) 

where UO(A) is set equal to zero to satisfy the initial 
condition. Substituting (3.30) and (3.31) into the eigen
value equation (2.3), employing a similar method used 
in Appendix A for cancelling out the factors vz" on both 
sides by making use of the relations given by (A7), and 
then comparing coefficients of Zk and UV·1z k on both 
sides of the equation gives us two recursion relations 
relating the Uk(A)'S and Vk(A)'S. The same argument as 
that given in Appendix B now gives Uk(A) = 0 if k is odd 
and Vk(X) = 0 if k is even. The recursion relations (3.6) 
immediately follow. 

The difference between the recurrence relations (3.6) 
and the recurrence relations (2.9) becomes clear if we 
compare Eq. (3.8) with the recursion scheme shown in 
Fig. Bl in Appendix B. The assumption of power 
series in A for the energies and the eigenfunctions fixes 
a starting point (the zeroth order in A), so to speak, 
from which one can proceed to calculate the relevant 
quantities order by order recursively. The recurrence 
relations (3.8), on the other hand, do not have this 
property and must be solved in a different manner. 

4. PERTURBATION SERIES FOR E(A) 

We have seen that the energy eigenvalues correspond
ing to the quantum numbers 0' = - 1 and arbitrary n are 

E(A) = - ~wo +nw +A(A), (4.1) 

where A(A) is given by (3.27). As noted earlier, A(A) 

can be solved iteratively. Let us examine this idea more 
carefully. By letting A(A) =A1A+A2Az + ... , the second 
continued fraction in (3.27), expanded in the normal 
way in which A(A) is assumed to be sufficiently small, 
always gives an expansion consisting of only even 
powers of A (except in the trivial case w = wo = 0). The 
same is true with the first continued fraction in (3.27) 
if 13.1"* 0 (1. e., w"* wo)' Thus if w"* Wo and provided that 
A(A) is sufficiently small, we shall get an expansion of 
A(A) which consists of only even powers of A: 

(4.2) 

where 

- w + (2n + 1)wo 
A z = 2 2 , 

W - Wo 
(4.3) 
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A4=- ( n J2(A2 + n-
2

1)_ n+1 (A + n+2) 
w - Wo - w (w + wo)2 Z 2w ' 

(4.4) 

1 ( n - 1) :f] n + 1 rAn + 2 
+ - W + Wo A2 + _ 2w J (w + woF l 4 + 4w2 

X A +--- +-- A +--( 
n + 3) 1 ( n + 2 ) 2J 

2 3w + Wo w + Wo 2 2w ' 
(4.4') 

etc. As with the appearance of the resonance factors 
(w - wo) in the denominators of the coefficients A 2, A 4, 

and As, it is easy to see that third order resonance 
factors (3w - wo) begin to appear in the denominators 
of As and the fifth order resonance factors (5w - wo) 
begin to appear in the denominators of A 10 , and so on. 
The presence of such factors in a perturbation series 
implies trouble which normally compels one to devise 
"tricks," such as summing a certain subset of terms 
of the series to avoid the divergence caused by the 
possibility of w = Wo or 3w = wo, etc.; the use of these 
tricks is forced because one attempts to apply the same 
perturbation series to handle all cases. We now wish to 
demonstrate that prevention, namely, getting the cor
rect expansion from the start, rather than curing, 
namely, employing tricks, is the preferred policy. If 
w = wo, one should, of course, set P-l = 0 in (3.27) be
fore expanding. Then letting A(A) =A 1A+A2 A2 +. ", we 
see that the first continued fraction now gives an ex
pansion in all powers of A. By comparing the coeffi
cients of like powers of A on both sides of the resulting 
equation, we obtain an expansion11 

1 n3 / 2 n 
A(A) = nl!2A - - A2 - -- A3 - -3 A4 

2w 8W2 4w 

_ 13n
5

/
2
A

5 (1 +~) -' ". 
128w 4 13nz (4.5) 

Thus, in a proper expansion, factors (w - wo) never 
appear in denominators. Furthermore, (4.5) tUrns out 
to be different from the series (4.2) in its structural 
form. 

If w is not exactly equal to Wo but is very close to it, 
a perturbation expansion for A(A) can also be obtained 
by iteration from (3.27) by expanding the right-hand 
side of it in the right way. We let, in this case, A(A) be 
a series of powers of 13.1: 

A(A) =Ao(A)+B 1(A)J3.1 +B2(A)I3:1 +.... (4.6) 

Substituting this into the left- and right-hand sides of 
(3.27), and expanding the right-hand side in pou'ers of 
13.1, then equating the coefficients of like powers of 13-1 
enables us to determine Ao(A), B 1(A), B 2(A),'" succes
sively. Thus we find that Ao(A) is given by 

nA2 z 
AU(A) = - _ Ao(A) + - (n - l)A _ (n _ 2)A2 

13.2 - Ao (A) + • " . 

(n + 1)A
2 

(2),2 
- - n+ fl ( ) 2 

131 - Ao (A) + (32 _ Ao (A) + - n + 3 A 
(4.7) 

SubstitUting 
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(4.8) 

into both sides of (4. 7) and comparing the coefficients 
of like powers of A enable us to determine A I ,A2,A3, 

A 4, • " successively. It is clear from (4.7) that AO(A) 
reduces to the A(A) given by (4.5) if W is set equal to 
woo The first few coefficients of AO(A) are found to be 

Al =nl/2, 

A=----1+-n n ( 1) 
2 2w w +wo n' 

A=-1+-- 1+-n
3

/
2 

( 2) n
3

/
2 

( 1) 
3 8w2 n (w + wo)2 n' 

(4.9) 

which, as can be easily verified, reduce to the corre
sponding coefficients in (4. 5) on setting w = WOo The co
efficient Bl (A) of 13_1 in (4.6) is found to be given by the 
following equation: 

Bl (A) = - Y2 Bl (A) - 1 + .,') 
-1 I:2 

nA2 { (n - 1)A
2 

X[BI (A) + (n -;;),\.2 (Bl (A) + (n - ;)A\ ••• ») J} 
-3 L4 

(n+1)A2{B() (n + 2),\2 - yi l A + 11 

x [Bl (A) + (n +y~),\2 (Bl (A) + (n +yl)A
2 

( ... »)]}, 
where the Y's are defined by (4.10) 

_ - (n- i)A2 

Y . =X . + 2 (4 11) -. -. -(n-i-1)A ,. 
X_ i _1 + ( . 2),2 - n-z- A 

X -1-2 + --,::..:.....--=---=t:.::.. 

Y.=X + -(n+i+1)A
2 

• 1 _(n+i+2),\2 
X'+1 + 2 • - (n +i + 3)'\ 

Xi+2 + ••. ' 

i =1, 2, 3,"', and the X's being given by 

Xi = 131 - AO(A) 

except 

X_I =-AO(A). 

Again by substituting 

B 1(,\) =Po +Pl'\+P2A2 + •.• 

(4.12) 

(4.13) 

(4.14) 

(4.15) 

into both sides of (4.10) and comparing coefficients of 
like powers of ,\ we are able to determine Po, PI, P2, ..• 
successively. We find 

Po=t 

1 n
1

/
2 

( 1 ) P =----+ 1+-
j 4wn1l2 2(w + wo) n' 

P2 = - - 1 - - - - + n ( 1 1) n (1 1) 
4w2 4n 4n2 - 4w(w + wo) -;:; n2 
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We find that in terms of power series in A, 

B 2 (A) =q_/A+ qo +qjA + .•• , 

where 

(4. 16) 

(4.17) 

(4.18) 

It becomes clear that for the case w :::: wo, the general 
form of the perturbation expansion for A(A) is 

A(A) =AO(A) + B(A)13_1 + C(A)13:/A + D(A)13~/A2 + •.. , 

(4.20) 

where B(A), C('\),D(A),'" are series in powers of A 
beginning with some constants, namely, the expansion 
of A(A) contains all powers as well as all inverse pow
ers of A, although it should be remembered that the ex
pansion parameter here is 13-1 and not A. The interest
ing fact is that here we have another form of the 
perturbation expansion of A(A) which is structurally dif
ferent from those given by (4.2) and (4. 5). All these 
expansions were derived, as we- have seen, from the 
same expression (3.27). The expansions were carried 
out correctly from the beginning depending on the 
regime of interest. Numerically therefore, (4.2), (4.5), 
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and (4.20) are expected to give a continuous curve as w 
is varied around the value of wo, provided, of course, 
that these series are convergent. 

The perturbation series for the higher resonance 
cases (3w = wo, 5w = wo, etc.) are equally interesting. 
From (3.27) we see that if (3.1"* 0, 1. e., if W"* wo, the 
expansion of A(A) will consist of only even powers of 
A irrespective of whether {3.3 or (3.5, etc., is or is not 
equal to zero [assuming that A(A) is sufficiently small]. 
If 3w = wo, then, of course, we put {3.3 = 0 in (3. 27) be· 
fore expanding, and hence no (3w - wo) factors will ap· 
pear in the denominators of the coefficients of 70..6 and 
higher powers of A. Since the factors (3w - wo) first 
appear in the coefficient of 70..6 in the nonresonant series 
(4. 2), it may be asked whether the coefficients A z and 
A4 in the correctly expanded series for the case 3w = Wo 
are equal to ones given by setting 3w = Wo in (4.3) and 
(4.4). For A2 the answer is yes, but for A4 the answer 
is no. This can be easily seen from (3. 27) as we ob
serve that putting {3.3 = 0 affects not only the coefficients 
of 70..

6 and higher powers of A but also the coefficient of 
70..

4 (but none of the earlier ones) in the resulting expan
sion. The expansion A (A) for the case 3w = Wo is found 
to be 

A(A) =A2A2 +A4A4 +AsA6 + .•• , 

where 

A2=-(3n+1)/4w 

(4.21) 

(4,22) 

and n ( n _ 1 ~ n + 1 ( n + 2) 
A 4=- 4w2 A z+-

2
- n-2 - 16w2 Az+~ • 

- w+--
n-3 

A ---
2 4w 

(4,23) 

It is seen that setting 3w = Wo in (4.3) and (4.4) gives the 
A z in (4.22) but not the A4 in (4. 23). The number 

n-2 
-- n-3 
A2-~ 

in (4.23) which is not present in (4.4) is the contribu
tion resulting from putting {3.3 = 0 before expanding. 
The expression for As is found to be 

As = - 4:2 {A4 + ( n - ~ _ 2 )2 
- 2w + --n"":-'--3 

A2 - -4-w-

_ n + 1 [A + n + 2 (A + n + 3 ) + .l.. (A + n + 2)2 ] 
16w2 4 47 2 6w 4w 2 2w 

(4.23') 

which may be compared with the expression for As for 
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the case 3w"* Wo given in (4.4'). Similarly in the case 
5w = wo, the correctly expanded perturbation series for 
A(A) will consist of only even powers of A without any 
singular factors 1/ (5w - wo) in it, and the coefficients 
A 2, A 4, and As, but not As and higher order coeffi
cients, will be equal to ones given by setting 5w = Wo in 
the nonresonant series. 

For the case that 3w is not exactly equal to but is 
very close to the value of wo, the perturbation expan
sion for A(A) can be obtained by iteration in a similar 
way as for the case w"'wo. Thus we let 

(4.24) 

and substitute this into the left- and right-hand sides 
of (3.27), then expanding out the right-hand side as 
power series in {3.3 and equating the coefficients of like 
powers of (3.3 enable us to determine Ao(A), B1(A), Bz(:>t), 
successively. We find that Ao(:>t) in this case is given by 
the following equation: 

In terms of power series in A, it is easy to see that 
AO(A) is a series in even powers of A beginning with a 
term in :>t2 and that it reduces to the series given by 
(4. 21) on setting 3w = woo The coefficient Bl (:>t) of {3.3 in 
(4. 24) is given by 

n70..z { (n - 1)70..
2 

B 1(70..) =- -2 B1(70..) + y2 
Y.l .2 

x [B1(:>t) + (n~~;:>tZ(B1(70..)_I+ (n~~l70..2 ( ... »)]} 
(n+l):>t

2
{B(') (n+2):>t

2
[B(') (n+3):>t

2 

- 2 1"-+ u') 1"-+ y2 
Yl I~ 3 

x (B 1(:>t) + (n+
y
1):>t

2 
( ••• ) J}, (4.26) 

where the Y's are defined as in (4.11) and (4.12) but the 
exception stated by Eq. (4. 14) is here replaced by 

(4.27) 

Notice also the difference in the places where the - 1 
appears in (4.10) and (4.26). The equation for deter
mining B 2 (70..) in (4.24) is also similar to (4.17) but with 
X.3 defined by (4. 27) and with the - 1 appearing after 
the factor (n - 2):>t2/Y~3 instead of after the factor n:>t2/ 
Y~1' Noting that Ao(:>t) and hence Y.3 are series in even 
powers of 70.. beginning with terms in 70..

2 while the rest of 
the Y's are series in even powers of :>t beginning with 
some constant terms, it is not difficult to see that the 
expansion of A (70..) for the case 3w "'wo is generally of 
the form 

A(70..) =Ao(70..) +B(:>t)70..2{3.3 + C(70..){3:3 +D(:>t){3~al70..2 + ••• , 

(4.28) 
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where B(A), C(A), D(A), ..• are series in even powers of 
A beginning with some constant terms. Similarly for the 
case 5w "" wo, the perturbation expansion for A(A) is 
generally of the form 

A(A) =Ao (A) + B(A)ABf3_S + C(A)A4f3:S + D(A)A2f3~s 

(4.29) 

We thus see that for cases of near resonance of third 
and higher orders, the perturbation expansions of A(A) 
contain terms in even and inverse even powers of A. 

We believe a great deal has been learned here which 
will have many useful and far reaching implications on 
the general theory of perturbation expansions. The 
cause of many complications encountered in perturba
tion theory can be traced to our insistence on getting an 
expansion in power series of A and our not realizing 
the fact that this power series may possibly take on 
different forms in various regimes of interest. We see 
that (3.27) is a perfectly good representation of the re
quired solution and that if we do not insist on getting 
an expans ion of the form A (A) = A1 A + A2 A 2 + .. " then the 
calculation of A(A) for any given A (sufficiently small), 
w, and Wo can be done in the following straightforward 
manner from (3.27): Truncate the continued fractions at 
certain point, put in the values of A, w, and Wo and then 
some trial value of A(A), and perform iterations until 
both sides are equal, the standard method being used 
for choosing the next trial value of A(A) each time. We 
then repeat the same operations as we let the continued 
fractions extend, and hopefully the values of A(A) so 
calculated will quickly converge. The complications in
volving resonances would not even come up. If we insist 
on getting an expansion in power series of A, then we 
should be prepared to accept and use possibly different 
forms of that series for various regimes of interest. 
Such flexibility in our thought is clearly useful even in 
dealing with problems when, unlike the two-level model 
discussed in this paper, we do not know how to make 
the correct expansion right from the start. 

We end this section by mentioning a "trick" used by 
Shirley12 for the removal of the singular terms in the 
Bloch-Siegert shifts. For very large n, denoting n1 / 2A 
by b, Shirley found from a semiclassical theory that 
E(b) is given by 

E(b)=(n-~)w+~ b2 _ 2wo(w2+3w6) b4 
w2 - wij (w2 - W5)3 

(
3 2w~ (w2 

+ w5) 8wo ) bB 
+ (w2 - wij)S + (w2 - wij)(9w2 - w5) - ... , 

(4.30) 

which, inCidentally, agrees with our quantum mechani
cal result given in (4. 2). 13 It was noticed by Shirley 
that the square of [t(w - wo) +A(b)], where A(b) is the 
perturbation part of E(b) above, is nonsingular at w = wo, 
namely, 

Ww - wo) +A(b)]2 = t(w - wo)2 + ~ b2 _ 2wo 3 b4 

W +wo (w +wo) 

8wo (w 2 
- 5wwo - 2w5) bB 

+ (w+wo)S(9w2- wa) -"', 
(4.31) 
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and thus A(b) can actually be evaluated at w =wo, giving 

A(b) = b(l- b2/4w2 _ 3b4/16w 4 _ ••• )1/2 

= b - (1/8w2)b3 - (13/128w 4)bS 
- •••• (4.32) 

It is seen that this expression is a special case of our 
expression (4.5) for general n. As far as we know, no 
Simple trick like that of Shirley will turn a nonresonant 
series (4.2) for general n into the resonant series (4.5), 
not to mention tricks which will turn (4.2) into the high
er order resonant series. Thus again the importance of 
starting the expansion correctly (if one is really 
needed!) should be emphasized. 

5. A LIDSTONE EXPANSION FOR THE 
PERTURBATION ENERGY 

In this section we present a novel form of perturba
tion theory which is not an expansion in any of the 
basic variables of our Hamiltonian but rather one in 
terms of a new parameter y which is chosen in such a 
manner that when y = 0 our Hamiltonian contains the 
rotating terms only [cf. (3.19)] and when y=1 it con
tains only the "counter rotating" terms (atS· +as-). We 
thus choose it to be 

H(y) = woSz + wat a + 2A[ y(at S- + as+) + (1 - y)(at S· + as-)]. 

(5.1) 

Our basic Hamiltonian (2.1) is then H(~). The motiva
tion for the introduction of H(y) is that we know the cor
rection A(2A, 1) to the unperturbed levels (for (J =-1) 
- ~wo + nw for y = 1 

A(2A, 1) = - ~(w - wo) + H (w - WO)2 + 16nA2j1 /2 (5. 2) 

as well as the correction A(2A, 0) for y = 0, 

A(2A, 0) = ~(w + wo) - H (w + wO)2 + 16 (n + 1 )A2]1 /2. (5.3) 

A primitive zero order guess for the perturbation cor
rection to the unperturbed levels - ~wo + nw of H(y) 
would then be the linear interpolation formula 

A(2A, y) = (1- y)A(2A, 0) +yA(2A, 1). (5.4) 

Without further investigation there would be no reason 
to aSSume that this apprOXimation is more or less valid 
for any special regime of w, wo, or A. It contains no 
singularities or divergenc es. 

It would seem natural to seek a systematic generali
zation of (5.4) which would be a symmetrical series ex
pansion about two points y = 0 and y = 1. Since a Taylor 
expansion about a single point completely characterizes 
an analytic function, a two point expansion would seem 
to have some redundancy. An appropriate two point gen
eralization of the Taylor expansion was proposed in 
1929 by Lidstone. 14 It avoids redundancy by requiring 
a knowledge of only even derivatives at the two points 
about which the expansion is made, thus differing from 
the Taylor expansion which employs all positive inte
gral derivatives at one point. The Lidstone series of a 
function f(y) about the two points y = 0 and y = 1 is 

f(y) = f(I)Ao (y) + f(O)Ao(1 - y) + f" (I)A1 (y) 

+ f" (0)A 1 (1 - y) + ... , (5.5) 

where 
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Ao(Y) =1', ~'(y)=An.l(Y), 

An(O) = An(1) = O. 

The first few An(Y) are 

Ao(Y) = 1', AI (I') = y(y - 1)/6, 

A2(Y) = y(y - 1)(31'2 - 7)/360, etc. 

Note that when I' = i, 
Ao(i)=i, A1(i)=-rs, A 2(i)=5/768,'" 

(5.6) 

(5.7) 

(5.8) 

where 1"=1-1'. ToobtainA"(2A,0)andA""(2A,0), let 
us write 

A(2A, E) = A(2A, 0) HBI (A) H2B2 (A) +E3B3(A) 

+E4B4(i\) + ••• (5.10) 

Substituting (5.10) into (5.9) and putting Y=E and 1" 
= 1- E, we see that to obtain the correct expansion on 
the right-hand side up to E4, the first continued fractions 
should include fractions up to -1(1 - d(n - 3)i\2/[{3.4 
-A(2i\, E)] and the second continued fraction should in
clude fractions up to -(1-E)(n + 5)A 2/[J3s -A(2A, E)]. Ex
panding out in powers of E and comparing the coefficients 
of like powers of E, we get, for the coefficients of EO, 

A(2i\, 0) = - 4(n + 1)i\2/[{31 - A(2A, 0)], (5.11) 

which gives (5.3) after taking account of the condition 
that A(2A, 0) = 0 when A = O. Defining, for i = 1,2,3,' .. , 

c;=n+i, c.;=n-i+l, 

fl = 1/({3; - A(2i\, 0)], f.i = 1/[{3.i - A(2A, 0)], 

gj = I/U;I- 4Ci+1A2fi+l), g.i '" 1/(J:/- 4C.ii\
2f.i.l) , 

comparisons of the coefficients of E, E2, E3, and E4 give 

BI(A) =8C1A2fl(1 +4Cli\2flt1, (5.13) 

B 2(A) = (1 +4C1A2flrl{- 4coA2g.1-16C1C2A'1}g2 

- 4Cli\2jl[l- fl B l(A)]2}, 

B 3(i\) = (1 +4C1i\2flrl{- 4COi\2g :1(1 +4C.1A2f.~)Bl(A) 

+ 32coC.li\~.2g:1 -16clC2i\~12g~(1 + 4C3A2f32)Bl (i\) 

+ 12SC1C2C3i\6fl!ag~ +SCli\2fP[I- ftBdA)] 

x [B2(A) + 4C2i\2g2] - 4C1A2flBI (A)[1 - ftB I (A)]2}, (5. 15) 

B 4(A) = (1 +4Cli\2flt1(- 4coA2f_U(1 +4C.1A2f.22)B1(A) 

1268 

- 8C.1A2f.2J2 - 4coA2g:1{B2(A) + 4C.1A2f.2[1 - f.2BI (A)]2 

+4C.1A2f.~[B2(A) +4c.2A2g.3]}-16c1c2A4flg~ 

X[(1 +4CaA2fa2)Bl(A) - SC 3i\
2taf - 16c1c2A4fh~{B2(A) 
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A detailed investigation of the general theory of Lid
stone series has been made by J. M. Whittaker l5 and 
D. V. Widder. 16 We now proceed to calculate A"(2A, 1') 
and A"" (2 A, 1') when 1'= 0 and I' = 1 so that we can con
struct the first three terms in the expansion of A(2A, 1'). 

When the Hamiltonian is given by (5.1), the continued 
fraction expression for the perturbation part A(2A, 1') of 
the energy E-. n(2A, 1') can be readily shown to be 

(5.9) 

+ 4c3A2f3[1- f3B1 (i\)]2 + 4C3A2fH B2 (i\) + 4C4A2g4]} 

+ SCI A z.tNI .• flBI (A)]{B 3(A) + 4C2i\2gH (1 + 4C3A'il)BI (A) 

- SC3A2f3]} - 4cIA2fNI - flBI (A)][1 - 3flBI (A)] 

x [B2(A) +4c2AZg2l- 4CIA2f?[BZ(A) +4C2A2g2]2). (5.16) 

A"(2A, 0) and A"" (2A, 0) are given in terms of B 2(A) and 
B 4(A) by 

A" (2i\, 0) = 2B2(A), (5. 17) 

A"" (2A, 0) = 24B4(A). (5.1S) 

Similarly, to obtain A"(2A, 1) and A''''(2A, 1), we write 

A(2A, 1- E) =A(2A, 1) +ED 1 (A) +E
2D2(A) +E3D a(A) +E

4D4(A) 

+ ... (5.19) 

Substituting (5.19) into both sides of (5. 9) and putting 
1" = E and I' = 1 - E, we see that, to obtain the correct ex
pansion on the right-hand side up to E4, the first con
tinued fraction should include fractions up to 
- (1- E)(n- 4)A2/[{3.5-A(2A, 1- E)l and the second con
tinued fraction should include fractions up to 
- (1- E)(n+4)A2/[{34-A(2A, 1- E)l. Expanding out in 
powers of E and comparing the coefficients of like 
powers of E, we get, for the coefficient of EO, 

A(2A, 1) = - 4nA2/[{3.1 - A(2A, 1)], (5.20) 

which gives (5.2) after noting the condition that A(2A, 1) 
= 0 when A = O. Comparisons of the coefficients of 
E, E2, Ea, and E4 give us the expressions for D1(A), D2(A), 
D3(A), and D4(i\) in terms of which A"(2A, 1) and 
A"" (2A, 1) are given by 

A"(2A, 1) =2D2(A), 

A"" (2i\, 1) = 24D4(i\). 

(5.21) 

(5.22) 

The expressions for D1(A), D2(A), D3(i\), and D4(A) are 
exactly the same as those given on the right-hand sides 
of (5.13), (5.14), (5.15), and (5.16) respectively, but 
with the c, f, and g now given by the following: 
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fl =1/[13_1 -A(2A,1)], f_1 =1/[131 -A(2A,1)], (5.23) 

gl = 1/(f[1- 4CI+IA2fl+I)' g_1 = 1/(f:l- 4C_I_I A2f_I_I) 

for i = 1, 2, 3,···. Thus we obtain 

A(2A, t) = t[A(2A, 0) +A (2A, 1)] - is [A" (2A, 0) +A" (2A, 1)] 

+ 7h [A""(2A, 0) +A""(2A, 1)] + ... , (5.24) 

which provides a useful and instructive alternative to 
the perturbation expansions given in the previous sec
tions. As far as we know, this is probably the first 
nontrivial application of the Lidstone expansion method 
in physics. 

6. SUMMARY 

We began our discussion of the two-level system with 
a differential equation (2.3) and obtained a recurrence 
relation (2.9) which we showed to provide a powerful 
technique for numerical computation of the energies of 
the system. We proceeded to obtain expressions in 
terms of ratios of determinants (3.16) and in terms of 
continued fractions (3. 27) which we showed to clarify 
not only the nature of the perturbation solution for the 
two-level system in particular, but also of perturba
tion theory in general. We have also presented a novel 
and useful form of perturbation expansion (5.24) using 
an idea which may find applications in many other prob
lems in physics. 

APPENDIX A 

In this Appendix, we give the derivation of the recur
rence relation (2. 9) in a little more detail. Let us re
write (2.6) and (2.7) as 

and 

Ea,n(A) = 6 A;,nAP 
p=o 

f(A; u, v, z) =/t'"(u, v, z) 6 B;'"(u, v, Z)AP, 
p=o 

(AI) 

(A2) 

where Ag,n = (u/2)w o + nw and foa,n(u, v, z) = u(l+a) 12V(I-a) 12Z", 
and Bg' n(u, v, z) is defined to be equal to 1. Writing the 
Hamiltonian (2. 1) as 

(A3) 

then substituting (AI) and (A2) into the eigenvalue equa
tion for If, 

1hs = 6 AP(Ho + AHI)foBp 
p=o 

(A4) 

and 

rhs =(~ Ap.>l\(fo {; B.A.) 
p=o J .=0 

=Aofo to B.A· + fo( B ApAP) (~B.A.) 

(A5) 

Comparing coefficients of AP in (A4) and (A5) and noting 

1269 J. Math. Phys., Vol. 16, No.6, June 1975 

(A6) 

fo can be factored out in HdoBp_1> for if we write 
fo =u'vbzc , where a = t(l +u), b = t(l- 0), c =n, we have 
the following: 

zv :u foBp_1 = fo (au-Ivz + vz :u) Bp_1> 

a a 
az

u 
av foRp -I 

.. (b -I -I -I a bu -I a (2
) B =JO CUV Z +cuz av + v az +u ov oz p-1> 

zu :v foBp_1 =fo (buV-Iz +uz :v)Bp-1> 

(A7) 

Thus writing out the operators Ho and HI in full, sub
stituting (A7) into (A6), and cancelling fo on both sides, 
we get 

[wot(u :u -v :v)+wz :zJBp+ [(au-Ivz+vz :u) 

+ (bCUV-1 
Z-I + cuz-I :v + buv-I :z + u a::z ) 

+ (bCUV-1 Z +uz~) + (acu-Ivz-I +cvz-I~ +au-Iv~ 
oV au oZ 

+v" a
2

" )]Bp_1 = ~ Ap..qB •• 
uU uZ •• 0 

(A8) 

Now substituting (2.8) into (A8) and comparing the co
efficients of UiV-iZ k on both sides, we obtain the re
currence relation (2. 9). 

APPENDIX B 

In this appendix, we shall exhibit the zero and non
zero bp;i,k as given by Eq. (2.9). First let us show that 
bp;I,k=Ofork<n. 

According to (2.8), the nonzero b's, which we denote 
by the x's, are shown in Fig. B1 as p and k increase. 
Consider first the case iwo +kw * O. From (2.9), we see 
that the contributions to bp; ',k come from bp_1; ',k-1> 
bp-t;.,k+1> and b.;.,k' q =1, 2, ... ,p -1. As p increases, 
consider the bp;"k for which the outer most k value on 
the left (= - p) becmre s equal to - (n + 1). The contribu
tions of this bn+I ;" -("+1) come only from the terms 
bp_I;.,k+I' But we see from (2.9) that those terms con
tain the factors (n + k + 1) which are equal to zero for 
k=- (n+1) and hence bn+I;.,_(n+l) =0. For p=n+2, 
bn+2;.,_(n+2) =0 because bn+I;.,_(n+1> = 0, and again 
bn+2;" _ (n+1 ) = 0 because of n + k + 1 = O. It is then clear 
that all bp;I,k for which k <n are equal to zero, 

If iwo + kw = 0, then, by rearranging the terms in 
(2,9) and replacing p -1 by p, we see that the contribu
tions to bp;.,k come from bp; ',k-I' bp;.,k+1> and b.;.,k' 
q = 1,2, ... ,p - 1. Then a similar consideration as 
above shows that bp;'.k = 0 for k < n. 
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-k-
pi -(n+2) -(n+l) -n ... -2 -1 0 1 2 
0 x 
1 x x 
2 x x x x 

n x eo. x x 
n+l 0 x 1.' •• x x 
n+2 0 0 X "' .. " x x 

We now show in a similar way that bp; i,k = 0 unless 
i = 0 or 1 for a = - 1, the crucial factors here being 
[i(1+a)+i+1]=i+1 and [-i(1+a)-i+2]=i+2. For 
p = 1, i = - 1, the contribution to b p; i,' comes from 
bp_l ; i+I,' if iWa + kw '* 0, and from b p;i+I,' if iwo + kw = O. 
But the factor (i + 1) which is zero for i = - 1 makes 
b l ; -1,' = O. For p = 2, b2; -2,. = 0 because bl;_I,o = 0 or be
cause b2; -I, a = 0 in the case iwo + kw = 0, and b2; -I, 0 = 0 
because of the factor (i + 1) = 0 for i = - 1. It readily fol
lows that bp; i,' = 0 for any negative values of i. 

For positive values of i, there is a nonzero contribu
tion to bl;I,. from bo;o,o and hence bl;I,. is nonzero. For 
p = 2, i = 2, however, the factor (- i + 2) = 0 makes the 
contribution from bl ; I,' zero, or in the case iwo + kw = 0, 
the factor (- i + 2) = 0 makes the contribution from 
b2;I,. zero. For p=3, b3;3,. =0 because b2;2,. =0 or be
cause b3; 2" is zero in the case iwo + kw = 0, and b3; 2,. = 0 
again because of - i + 2 = O. It follows that bp; i,' = 0 for 
all i> 1. 

In a similar way, it can be shown that bp; i, k = 0 unless 
i = 0 or - 1 for the case a = 1. 

We now go one step further and show that the nonzero 
bp; i,k for i = 1 or - 1 are those for which k is odd, and 
that this is so irrespective of whether iWa +kw '* 0 or 
= O. This result is a consequence of the nature of the in
teraction terms in the Hamiltonian and follows readily 
by noting that b';i,k is "connected" to b';i~l,k~1 and b';i,k 

and that the initial condition is bp;o,o = op,a' Thus, 
imagine that (i, k) are coordinates of lattice points in a 
square lattice; then only those lattice points which are 
separated from the origin by an even number of steps 
are related to the origin. Thus, for i = 0, k must be 
± 2m, and, for i = 1 or - 1, k must be ± (2m - 1), where 
111=1,2,···. 
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The gravitational and electromagnetic fields of a charged. rotating source are obtained by an 
elementary algebraic method. 

1. INTRODUCTION 

It has been shown how the Kerr geometry may be ob
tained very simply as a complexified Schwarzschild 
geometry. 1,2 According to the work of Schiffer et al. , 
here referred to as (A), one may reach this result by 
first restricting the metric to the Kerr-Schild form; 
then the source-free field equations determine the null 
vector field 11L that defines this metric. It turns out that 
11L is a simple functional of a harmonic function y that 
in general may be complex, If y is real, one has the 
Schwarzschild geometry; and if y is complex, then one 
has the Kerr geometry. Its real part (a) may be identi
fied with 16 and may be regarded as a generalization of 
the Newtonian potential while its imaginary part ({3) is 
proportional to the specific angular momentum of the 
source. 

We shall here describe an elementary and straight
forward extension of (A) to the case of a charged, 
rotating source. In this case, which corresponds to the 
Kerr-Newman geometry, the generalized Newtonian 
potential is still 16, but it is not a any longer. Instead 
Q and {3 are simply scalar potentials for the electric 
and magnetic fields, respectively. Thus {3 determines 
both the angular momentum density and the magnetic 
field. 

and 

The Kerr-Schild metric is 

In matrix notation 

g='I1(I- 2mL) 

= '11 exp(- 2mL). 

Then 

detg =det1) exp(- 2m TrL) 

=det1) 

by (2.4). Since r-g = 1, it follows that 

r:1L = acrlnr-g= O. 

Also, 

g-l = exp (2mL )1)-1 

= (1 + 2mL)1)-1. 

Therefore, 

g"6 =1]0:6 + 2ml"l8 

and 

1" =g"818' 

The following relations may also be noted 

llLa)1L =1"1,,1,,=0 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

(2, 11) 

(2.12) 

(2. 13) 

(2. 14) 

(2.15) 

To obtain this result one combines (A) with the re
quirement that the Kerr-Newman solution reduce to the 
Reissner-Nordstrom solution when the angular mo
mentum vanishes. The analysis is then greatly simpli
fied by the ansatz that F ,,(p, as well as 1", is a null 
vector. Then it is only necessary to work with the 
Minkowski form of the Maxwell equations. Within this 
framework the role of the harmonic function y in deter
mining the electromagnetic field, as well as the gravita
tional field, is very clear. where the bar denotes the covariant derivative. Finally, 

by (2.11), the Einstein-Maxwell equations are 
2. KERR-SCHILD METRIC 

Let l" be a null vector whose contravariant compo
nents are defined with respect to the Minkowski metric 
1]"8. Then 

l"l" = 0 

where 

l" = 1] " 8l 8' 

Define the matrix 

L "B = l "lB' 

Then 

TrL=O 

(2.1) 

(2.2) 

(2.3) 

(2.4) 
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These are coupled by 

- 8 a8 = ;1T (Fa),F/- tg"6F ,,),F"A) 

corresponding to the signature (+, -, -, -). 

3. ROTATING UNCHARGED SOURCE 

(2.16) 

(2.17) 

(2.18) 

We discuss the Kerr solution first. Then one needs 
to consider only the source-free Einstein equations 

(3.1) 
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Following reference (A) one may expand in powers of 
m. Then the order m equations are 

aa(1rr a{3, 71) = 0, 

while the order m 3 equations are 

(lOaa)l It = - Alit 

(3.2) 

(3.3) 

where A is a scalar. The order m 4 equations are satis
fied identically and the order m2 equations are also 
satisfied if (3.2) and (3.3) are. 1 By combining (3.2) and 
(3.3) one finds 

where 

Let us consider only stationary solutions 

al", =0 
at . 

(3.4) 

(3.5) 

(3.6) 

Then the problem becomes three dimensional. Introduce 
the three-dimensional vector Ai such that 

(3.7a) 

and 
(3.7b) 

The six ij-components may be rewritten with the aid of 
the remaining four equations of (3.4) in the following 
form: 

OkAiakAj = praiA} + a JAi) 

where 

p = (A +B)/2lo• 

By (3.7) one also has 

AiOkAi = ° 
and by (3.8) and the preceding equation 

AkOkAi =0. 

(3.8) 

(3.8') 

(3.9a) 

(3.9b) 

To solve the Eqs. (3.8) and (3.9) for the vector field Ai 
we follow (A) by writing these equations in the following 
matrix form: 

MMT = P (ivI + iIJT
) , 

}'vIA = 0, 

JUTA= 0, 

where 

,Un = 0iA, 

where T means transpose. 

4. LINEARIZATION OF THE MATRIX FIELD 
EQUATIONS 

(3 0 10) 

(3.11a) 

(3.11b) 

(3.12) 

Equations (3.10) are nonlinear in llil or in 0iAk. They 
may be linearized as fOllows. Let 

R=I- M/p. 

Then according to (3.10) and (3.11) 

RRT = 1, 

R>t ooRTA = A. 
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(4.1) 

(4.2) 

(4.3) 

By (4.2) and (4.3), R is a three~dimensional rotation 
matrix and A is an eigenvector of R. R may therefore 
be written in the following way: 

Roo exp(81\) 

where 1\ is a three rowed antisymmetric matrix 

1\ T = - 1\. 

Let us put 

(4.4) 

(4.5) 

(4.6) 

Then R describes a rotation of 8 about the unit vector 
Ap. Define 

Then P is the matrix 

and 

p2 =P, 

1\P=P1\ =1\. 

Therefore, 

R = exp(81\) 

= 1- P+Pcos8 +1\ sin8 

and by (4.1) 

AI=p[l- exp(81\)1 

= aP + (31\. 

Also, 

PA=AA=O, 

(4.7) 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

(4.14) 

so that (3.11) or (4.3) is satisfied. Here a and [3 are 
two new functions related to p and 8 by 

a = p(1 - cos8), 

(3 = - p sin8 

(4. 15a) 

(4. 15b) 

according to (4.11) and (4.13). Then (4.13) is the de
sired linearization of (3010). 

Let us rewrite (4.13) and (4.14) in terms of a new 
complex function y and Hermitian matrix/l1 defined as 

y=a+i{3, (4. 16a) 

/h =P- if\.. (4. 16b) 

Then (4.13) and (4.14) become 

JI=Rey/l1, (4.17) 

/11 A=O. (4.18) 

Notice the useful relations: 

1\/11 = i/l1 , (4.19) 

PlY) =/11 , (4.20) 

/h 2 = 2/11, (4.21) 

/11/11 T "/h/l1 * = 0. (4.22) 

Equations (4.17) and (4.18) are equivalent to (3.8) and 
(3.9). They may be regarded as differential equations 
for the two independent components of the Ai if the func
tions a and {3 are known, or alternatively as conditions 
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on the functions 0 and 13 if the vector function Ai is 
known. In (A) it is shown how the vector functions Ai 

may be eliminated altogether to give a simple differen
tial equation for the complex function y. We shall now 
show how the derivations of (A) may be slightly sim
plified by working directly with the complex function I' 
and the Hermitian matrix;f1 rather than with the sep
arate components of I' and the vector field Ai' 

5. DIFFERENTIAL EQUATIONS FOR THE COMPLEX 
POTENTIAL h) 

The following relations are easily verified: 

a ,,"vlIk = 0kAI1Sl 

AsO sIi1 Ik = 0, 

AsO ~ Is = - y;f1 ik' 

O~kS=- 2yAs• 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

Contract (5. 1) with As' Then by (4.17) and (4. 18) and by 
(5.2) and (5.3) one finds 

Re[Aso sY + i];f1 ik = 0 

and therefore 

Asosy+i=o. (5.5) 

To obtain a second differential equation for 1', antisym
metrize (5.1) with respect to i and s. Then write in 
terms of ,!J1 by (4. 17) and contract with respect to i and 
k. One then obtains 

Re[20 sy - yo~ ks - 0 sy;f1 kS] = 0 

Then by (5.4) and (5. 5) one finds 

Re(;f1 Sko• 1') = o. 
By (4.19) one finally obtains 

;f1 skokY = O. 

(5.6) 

(5.7) 

(5. 8) 

Equation (5. 8) is a concise statement of the following 
two vector equations of (A): 

V Q! = (132 - 02)A - Vi3 x A, (A. 4. 20) 

Vi3 = - 20i3A + va: XA. 

Note also the following useful relation 

;f1 SkokY* = 2PskOkY*. 

(A. 4.22) 

(5.8*) 

Equations (5.5) and (5.8) together determine the two 
components of y. Moreover, by differentiation of (5. 8) 
one finds 

Osli1 skokY +;f1 skosOkY = O. 

This is a second order equation for y. Using (5.4) and 
(5. 5) one finds 

(5.9) 

Therefore, y, and both 0 and {3, are harmonic. Denote 
tha reciprocal of I' by w. It satisfies (5. 8) and also the 
eikonal equation: 

;f1SkokW =0, 

(osw)(osw) = 1. 

(5.10) 

(5. 11) 

These same equations hold for both Vw and A. W is not 
harmonic but satisfies 
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V 2
W =21' 

and therefore 

V2
• v 2w =0. 

Note also 

ASOSW = 1. 

Equations (5. 10) and (5. 14) imply 

AS = 0 sW - iAsk(JkW, 

The solution of (5. 15) for As is 

A = osw + osw* - i€smn(o",W)(onW*) 
s 1 + (omw)(omw*) 

6. THE KERR SOLUTION 

(5.12) 

(5.13) 

(5.14) 

(5.15) 

(5.16) 

So far only six of the ten field equations (3.1) have 
been satisfied. The remaining four equations may be 
written in the following form!: 

Roo = 0 - V2l o 
2 = 0, 

ROs = 0 - V 2(lo 2As) = 0 A (A + B)lo]. 

(6. 1) 

(6.2) 

These relations have in fact already been used in sim
plifying the six relations RiJ = 0 to give (3.8). To make 
the present note self-contained we shall now review the 
argument of (A) that the conditions (6.1) and (6.2) may 
be satisfied by the choice 

(6.3) 

One may check that this choice is satisfactory by first 
noting that (6.3) satisfies (6.1) since Q is harmonic. To 
check (6. 2) observe that 

2 
V Aj = Ok Rey;f1 Jk 

oo-2lyl2Aj (6.4) 

by (5.4) and (5. 8). In a similar way one finds by (5. 8) 

20 syo sAj oo;f1 iso sly 1 2
, 

so that 

V2(y;\) =-2 lyI2YAj+;J1js i\lyI2. 

(6. 5) 

(6.6) 

This result turns out to be useful not only in checking 
(6.2) but also in checking the field equations when there 
is an electromagnetic source (paragraph 10). The real 
part of (6.6) is by (5. 5) 

V2(QAj )ooojlyI2. (6.7) 

It now follows from (6. 7) that (6. 2) is also satisfied if 

lyI2=(A+B)lo. (6.8) 

One already knows, however, by (3.8') and (4.15) that 

(6.9) 

Then (6.6), and therefore(6. 2), is satisfied if l5 = Q. At 
this point the field equations (30 1) are solved by (5. 16) 
and (6.3) in terms of the still unknown function y. 

One obtains the Kerr solution by chOOSing the com
plex harmonic function I' to be 

yoo [x2 +y2 + (z _ ia)2]-!!2. (6.10) 

Then 
W = [x2 +y2 + (z _ ia)2]1!2. (6.11) 
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Let 

w =p+ia. 

Then 

pa =- za, 

p4 _ (r2 _ a2)p2 _ z 2a2 = 0, 

where 

r2 =x2 +yZ +z2. 

The connection between (p,a) and (a, (3) is an 
inversion: 

a--P-- p2 +a2 , 

a a=- _(3 __ 
p = a 2 + f32 ' a 2 + (32 

(a2+(32)(p2+a2) =1. 

(6.12) 

(6. 13a) 

(6. 13b) 

(6.14) 

(6.15) 

(6.16) 

(6.17) 

(6. 18) 

If a = 0, one has the Schwarzschild solution. Then p = r 
and A" is the unit vector in the radial direction; the two 
parts of yare a = l/r and (3 = O. 

In terms of p, which may be regarded as a rescaled 
distance, one finds, in the general case 

l5 = a(p) = p3/ (P4 + a2z 2), 

At = (px + ay)/(p2 + a2), 

A2 = (py - ax)/(p2 +a2), 

A3=Z/P. 

(6.19) 

(6.20a) 

(6.20b) 

(6.20c) 

These equations completely determine the initial metric 
(2.6) and the Kerr geometry. 

In general the following relations hold: 

XAt +YA2 + ZA3 =p, (6.21) 

v2p =2a, (6.22) 

op = ax 
ox ' 

(6. 23a) 

op 
oy = ay, (6. 23b) 

~~ = az +a(3. (6. 23c) 

These equations are all obtained in a straightforward 
way. For example, Eq. (6.22) follows from (5.12)0 
These equations all have familiar limits when a - 0 
and p - r. When a*- 0, we may interpret p as a general
ization of the radial coordinate r, and a may be re
garded as a generalization of the azimuthal variable: 
cos8=z/r. 

Each of the two potentials (a, (3) depends on both the 
radial and azimuthal variable, as shown in (6.16). In 
addition, one has the Cauchy-Riemann equations3

: 

1274 

aa =~ 
op au' 

aa 0(3 au =- ap . 
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(6. 24a) 

(6. 24b) 

7. THE KERR-NEWMAN GEOMETRY 

By (2.6) 

goo =1)00- 2ml5. (7.1) 

Then 2ml~ gives the Newtonian potential in the weak 
field limit and of course satisfies Laplace's equation in 
this limit. We have just seen, however, that l~ = a is 
correct for all field strengths and therefore l5 always 
satisfies Laplace's equation as long as the electromag
netic field vanishes. Therefore, l5 may be regarded as 
a generalization of the Newtonian potential. 

We now seek the correct generalization of l5 in the 
case that the source is charged as well as rotating. 
Let us assume 

l5 = I/J(Q, a, p)a(p) (7.2) 

where Q is the charged and I/J(Q, a, p) is a new function to 
be determined. The case already considered corre
sponds to 

I/J(O, a, p) = 1. (7.3) 

Guided by the Reissner-Nordstrom solution we try 

l~=(I- 2~r)a(p) (7.4) 

when a = O. When a*- 0, p is the natural generalization of 
r. [see equations (6.21)-(6.23).] Therefore let us try 

l5 = (1 - 2Q
2 

) Q (p) 
mp 

(7. 5) 

when a*- O. It turns out that this ansatz for l5 together 
with the unchanged expression for the three-dimen
sional vector Ai [Eqs. (6. 20a)-(6. 20c)] describe the 
exactly correct generalization of the Kerr metric to 
the problem of a charged rotating source. This metric 
defines the Kerr-Newman geometry. To support this 
statement one must of course show that the complete 
Einstein-Maxwell system (2.16)- (2.18) is satisfied. 

8. THE ELECTROMAGNETIC VECTOR POTENTIAL 
In order to investigate the complete field equations, 

it is necessary to solve the inhomogeneous Maxwell 
equations (2. 17). The homogeneous set of Maxwell 
equations is satisfied identically by the usual represen
tation of the covariant components of the electromag
netic field in terms of the vector potential: 

(8.1) 

The contravariant components are then related to F ",8 

by 
F",a = g"'~g81L F~IL 

= (1)"'~ + 2ml "'l~)(1)81L + 2ml8llL)F~1L 

=1)"'~1)81L F~IL + 2mF).1L (l "'l).1)81L + 1) "').l8lIL). 

With our ansatz, namely, 

(8.2) 

(8.3) 

(8.3') 

l JJ, = (lo, loAk ), (8.4) 

l5=(1- 2~~P)Q(P)' (8.5) 

it follows that the contravariant differ from the co
variant components by terms of higher order in Q2 

unless 
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(S.6) 

According to (2.17), however, 0aFcxll must be linear in 
Q, and (8.6) therefore suggests itself as a possible 
ansatz. We shall then assume (S. 6) and later verify 
that the F~" actually do satisfy (S.6). 

Therefore, by (S. 3'), it is necessary only to solve 
the equations 

(S.7) 

except for the Ii-function source. One may therefore 
follow the usual analysis appropriate to flat space. 

With the Lorentz gauge and the assumption of sta
tionarity, we then have 

divA = 0, 

v2Ao =0, 

v2A=0. 

(S. S) 

(S.9) 

(S. 10) 

We are now assuming that l" does not enter the general
ly covariant Maxwell equations. On the other hand, the 
solution of (S. 9) and (S.10) determines the source BOla 
of the field equations that l" must satisfy, so that 

R"a[Z"] =- S1TB"a[A,,]. 

Therefore, the harmonic 4-vector A" must be a func
tional of lIL' and hence of a, {3, and Ak' Consequently, 
to find the harmonic scalar and vector potentials shown 
in (S. 9) and (S, 10) it is natural to examine the two 
harmonic functions a and {3. According to (6. 13) and 
(6. 16) in the limit of large p 

p3 1 
a--p4+ a2z 2 p' (S.l1) 

(S.12) 

Therefore, in the limit of large p it is clear that Qa 
behaves like the Coulomb potential while Q{3 goes into 
the scalar potential of the dipole (0,0, Qa). This limit
ing behavior suggests that we put 

(S.13) 

and that we look for a vector potential that gives the 
same dipole field as the scalar potential Q{3. 

For this purpose note that {3 may be rewritten by 
(6. 23c) and the nonlimiting forms of (S. 11) and (S. 12) in 
the following way: 

a op 
(3 = p2 + a2 oz· 

If one now defines a new scalar potential ¢ by 

d¢ 1 
dp = p2 +a2 , 

then 

(3=ad¢ op 
dp OZ' 

This new scalar potential is 

1 t -1 p ¢=;; an ;;. 
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(S.14) 

(S.15) 

(S.16) 

(S. 17) 

At large distances 

¢ - ~ (~ - ~ + •.. ), a/ p« 1. 

This function is also harmonic, 

v2¢ = 0, (S.lS) 

as one may show by direct computation with the aid of 
(6.14), (6.23), (6.22), and (S.15) which implies 

1 
v¢ = -2--2 Vp. 

P +a 
(8.19) 

Next introduce the dipole moment vector 

~ = (0, 0, Qa). (S.20) 

Then 

(S.21) 

To find the equivalent vector potential we may make 
use of the familiar vector identity 

curl(}J. XV¢) = ~V2¢ - (}J.V)(V¢) 

=-(~V)(V¢) 

since ¢ is harmonic. Then 

curlk(~XV¢)=- (lls0S)(Ok¢) 

=- °k(fJ.sOS¢) 

= - Ok(Q{3)· 

It follows that the vector potential 

A=J.LXV¢ 

(S.22) 

(S.23) 

(S.24) 

(8. 25) 

is equivalent to the scalar potential Q{3 in the sense of 
(S.24). In addition, A is also harmonic since ¢ is. 
Therefore, (S. 25) is a possible solution of (S. 10) and its 
curl yields a dipole field at large distances according 
to (S. 24) and (S. 12). The components of A are 

o¢ Qa 
Ax=-Qa

OY 
=- p2+a2 (ay ), 

A =Qa
orp =~ (ax) 

~ ax p2 + a2 ' 

Az=O. 

The complete four potential is then 

- (~ ~ ~ A IL -Qal, 2 2'- 2 2,0. P +a p +a 

(8. 26a) 

(S.26b) 

(S.26c) 

(S.27) 

The form of AIL just given together with the earlier 
prescription (S.4) for l" completely describe the Kerr
Newman fields. 4 To verify that these forms are satis
factory, one must of course satisfy (2.16): the left side 
of (2.16) depends on l" alone and the right side depends 
on All only. We may also verify that (S. 6) is satisfied. 

9. THE ELECTROMAGNETIC FIELD AND ENERGY
MOMENTUM TENSOR 

The preceding work provides simple representations 
of the exact electric and magnetic fields. The electric 
field is derivable from the potential QQ by 

(9. 1) 

and the magnetic field is also derivable from a scalar 
potential Q{3; since 
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Hk = - ok(Q{3) 

by (8,24), Then 

Ek +iHk = - 0k(Qy). 

(9.2) 

(9.3) 

One may therefore obtain the electromagnetic field of a 
charged spinning source from the Coulomb field of a 
nonrotating source by simply shifting the origin in the 
complex z-direction and using (9.3) as noted by 
Newman. 5 

Then also 

Q2(Vy)2 = E2 _ H2 + 2iEH, (9.4) 

so that the real and imaginary parts of Q2(Vy)2 give the 
scalar and pseudoscalar invariants. 

The energy density, to the lowest order in m, is 

Q2800 = (E2 +H2)/871 

= (Q2/871)VyVy* 

= (Q2/1671)V2(yy*). 

The Poynting vector is, to the same order, 

2 0 1 
(Jk '" - Q (JOk '" 471 €klmEIHm 

or 

8= (iQ2/871)VyXVy*, 

(9.5a) 

(9.5b) 

(9. 5c) 

(9. 6a) 

(9.6b) 

The Maxwell stresses are, for example when k '* l, 
- Q2(Jkl = (1/471)(EkE 1 + HkH1) 

= (Q2/471) Re(oky)(oIY*)' 

(9.7a) 

(9.7b) 

Note that the basic relations (5.5) and (5.8) become 

X(E+iH) =Qy 

and 

t11 (E + iH) = O. 

In component form (9.8) is 

XE = Q(a2 - (32), 

.\H = Q(2a{3), 

(9.8) 

(9.9) 

(9. lOa) 

(9. lOb) 

while (9.9) may also be written in component form with 
the aid of (9.10) as follows: 

E = Q(a2 - f32p .. - H X.\, 

H = Q(2Qf3).\ + E XX. 

(9.11a) 

(9.11b) 

The Poynting vector (8) may be related to .\ with the 
aid of (9.11) or directly by 

(9.12) 

which in turn follows from (5.16). By (9.12) and (5.5) 

_8718.\=E2+H2_Q2(yy*)2. (9.13) 

The following 4-vector is also important here: 

nIl = F "xlI... (9.14) 

By definition it is orthogonal to l,,: 

n,.l"=O; (9.15) 

and by (g. lOa) it is also proportional to l,,: 
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n" = (E.\)Z". 

Since Z is a null vector, n is also: 

n"n" =0. 

In terms of nIL the ansatz (8. 6) becomes 

n"'la _ nBl'" = O. 

(9.16) 

(9.17) 

(9. is} 

By (9.16) it is clear that (9.18) is satisfied. By (9.17) 
or (9.18) one may also show that 

F=F",aF",a=T/"'AT/a"F",aFA'" (9.19) 

This invariant may then be computed directly from 
(9.11): 

F=2(H2 _ E2) 

= 2[ (H.\)2 - (E.\)2] 

10. FIELD EQUATIONS 

The gravitational field equations are 

R",e=-871i1",a 

where 

and 
2 0 i 2 2 

(J",a=Q «(J",a+ i1 ",am + i1 "'am ). 
4 

Here R",a vanishes identically. Then 
1 0 

R",a = - 1671E8 ",a, 
2 1 
R",a=-1671E(J",s, 
:l 2 
R",a=-1671E8",a, 

where the parameter 

E = Q2/2m 

is to be regarded as fixed. 

Let us examine (10. 2c) first. One findS 

(9.20a) 

(9.20b) 

(10.1) 

(10. I') 

(10.1") 

(10.2a) 

(10.2b) 

(10.2c) 

(10.3) 

k",a = - 4[ (l", VB + la V",)(Vl) + V2Z ",la] = 8E(n
2/ Q2)Z",Za 

(10.4a) 

=0 (10.4b) 

where 

V", =zcroaZ",. 

It follows from (10. 4a) that 

Vl =0 

and from (10. 4b) that 

V2 =0. 

(10. 5) 

(10.6) 

(10.7) 

Just as in the uncharged case V and Z are two orthogonal 
null vectors. S They are therefore proportional: 

V", =- Cl", (10.8) 

where C corresponds to the scalar A of the uncharged 
source. Let us also introduce the scalar D that cor
responds to the B used earlier: 

D=-a.J". (10.9) 
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Using the form of l" that holds when the source is 
charged, one finds 

Clo = hy* - olL 

Dlo = tyy* + ol5. 

(10.10) 

(10.11) 

Proceeding now as in the uncharged case, one obtains 

ta = ,,2 (l"la) - o,,[(C +D)lal- Oa[(C +D)l"l, (10.12) 
2 
R"8 = 2l "li2o" (Cl") +71~"(o~la)(oal,,) - l]~"(OP)(o "la) - C2}. 

(10.13) 

The energy-momentum tensor of the electromagnetic 
field contains terms of order m O and m. 

or 

To check the first order field equations note that 
1 
Roo = ,,2 (l5) = ,,2 (0 - €'yy*) 

= - E,,2(yy*) = - 161TEBoo . 

(10.14) 

(10.15) 

(10.16) 

(10.17) 

This result is in agreement with (10. 2a) as required. 
1 

For ROk one finds 

,,2 (l5 Ak) - 0k[ (C + D)lol = ,,2[ (0 - EYY*)Akl- Ok(YY*) 

=- E,,2(YY*Ak) 

by (10.10), (10.11), and (6.7). Then the Ok-component 
of (10. 2a) becomes 

(10.18) 

This equation may be checked by computing the left 
side with the aid of (6. 5), (6.6), and (9.12) and com
paring with (9.6). Alternatively, (10. 18) expresses 
the Poynting vector very Simply in terms of Ak' 

Finally, the jk-part of (10. 2a) is 

,,2 (l5 AjAk) - 0k[ (C + D)loAj 1- ° A (C + D)loAkl = - 161TE§ jk 

or 

,,2(OAjAk) - ok[YY*Ajl- OAYY*Ak) 

= - 161TE8jk H,,2(YY*AjAk). (10.19) 

If Q=O, then Bjk=O and the left-hand side of (10.19) 
vanishes. The Ak are not altered, however, by the pres
ence of charge and therefore the left-hand side always 
vanishes. We then obtain a simple expression for the 
Maxwell stresses in terms of Ak, namely, 

161T8jk = ,,2(YY*AjAk) (10.20) 

provided that the corresponding field equations are cor-
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recto Alternatively, to check the field equations one 
must check (10. 20). For this purpose one may use the 
following evaluation of the right-hand side: 

,,2 (YY* AJAk) = 2 Rei(AJok + Aka j)Y* + 2(yy*)2I5Jk 

(10.21) 

To obtain (10.21) one may use (6. 5) and (6. 6). The 
right-hand side of Eq. (10. 21) may now be reduced to 
forms such as (9.7b). To check the second order field 
equations one may reduce hOlt! to the following form: 

h"s = [D2 - C2 
- 0k[lk(D + C) l-l~(okAJ){okAJ) ]2lo/s. 

(10. 22) 

The first order equations require 
2 2 0 

" (lOAkAk) - 2ok[(C +D)lkl = - 161TE8kk (10. 23a) 

or 
o 2 

- 2o k[ (C + D)lkl = - 161TE8oo - " (lo) = 0 (10.23b) 

since l]u~e u~ vanishes. Then 
2 
R"a = [D2 - C2 - 2l~YY*12l "la (10.24) 

=4E(yy*)2l"ls 
1 

=-161J'E8"p (10.25) 

by (10.10), (10.11), and (10.16) in agreement with 
(10.2b). 
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Vo~- Cio. 

Then compute 

Vk ~ laSalk 

~ laSa (ZOAk) 

and find 

Vk ~- Clk 

and therefore 

V"=-Cl,,. 

It follows that V is null because I is. One may then reverse 
the argument of (10.4a) to conclude that n is also a null 
vector. 
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Petrie matrices and generalized inverses 
S. Aronowitz and B. E. Eichinger 

Department of Chemistry, University of Washington, Seattle, Washington 98195 
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The connection between Petrie matrices and a special group of generalized inverses deriving from an 
incidence matrix is established. These matrices are encountered in the theory of the excluded volume 
effect in polymers, but have wide applicability to other problems. As an example of one such 
application we present a greatly simplified derivation of Lagrange's theorem, which relates the inertial 
tensor of a mechanical system to the distances between all pairs of particles. 

I. INTRODUCTION 

Petrie matrices recently have been shown to be useful 
in graph theory with specific application to polymer 
problems. 1,2 These matrices are comprised of only 
zeros and ones, with the stipulation that any ones ap
pearing in a column must occur consecutively. In another 
recent paper one of us obtained exact expressions for 
the distribution function of the radius of gyration of the 
Gaussian model of a polymer with excluded volume, 3 

The method used there relied upon a special group of 
generalized inverses. The main purpose of this com
munication is to demonstrate the connection between 
this particular group of generalized inverses and Petrie 
matrices. An interesting aspect of the matrices con
sidered here is that generalized inverses are intimately 
involved with statistical theory. 4,5,6 One application of 
generalized inverses, to the derivation of Lagrange's 
theorem, is made to illustrate the characteristics of the 
matrices. 

II. GENERALIZED INVERSES 

The unique generalized inverse B(-l >, also referred to 
as the Moore-Penrose inverse, of the singular or rec
tangular matrix B, satisfies the following conditions: 

(i) BB (-l)B = B, 

(ii) B (-llJ3B (-1) = B (-1). 

(iii) BB<-I)=(BB<-ll)', 

(iv) B<-llB = (B<-l )B)'. 

(2.1) 

Superscript primes indicate the transpose. Other types 
of generalized inverses satisfy only select combinations 
of the four conditions in Eq. (2.1). We follow Pringle 
and Rayner 6 and deSignate such generalized inverses 
as one-, two-, three-condition generalized inverses, 
which respectively satisfy 

(i) or (ii): 

(i) + (ii): 

one-condition, 

two- condition, 

[(i) or (ii)) + (iii) + (iv): three-condition. 

Let C be an NXN(N - 1)/2 matrix whose nonzero ele
ments C ij are given by 

C iri +,=l, ci+kri+,=-l, (2.2) 

wherei=l, ... ,N-k, k=1, ... ,N-1, andl=N(k-1) 
- k(k - 1)/2 = (N - k/2)(k - 1). The matrix C is the in
cidence matrix of the directed star graph on N nodes. 7 
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This particular representation is chosen because it 
greatly simplifies the algebraic arguments presented 
here. Any matrix equivalent to C by permutations and/ 
or sign changes of rows and columns would equally suf
fice. Let U be an NXN matrix, all elements of which are 
equal to 1. Let E denote the identity matrix of order N. 
If A is a matrix satisfying the conditions 

AU=UA=O, (2.3) 

and if A (-1) is a generalized inverse of A satisfying 

AA(-l)=E+XU, 

A(-I)A=E + UY, (2.4) 

where the matrices X and Yare arbitrary, then the 
matrix 

G(-l)=C' A{-I)C. 

is the unique generalized inverse of the matrix 

G=N-2C' AC, 
and both are members of an Abelian group. That G(-l) 
is unique can be shown upon conSidering the products 
C'AA(-l)C and C'A(-l)AC. A column of C contains only 
two nonzero elements, namely, + 1 and - 1. The product 
UC is therefore the null matrix. Similarly, C'U is null. 
We arrive at the result, with reference to Eq. (2.4), 
that 

C'AA(-I)C =C'A(-I)AC =C'C. (2.5) 

It is shown in Appendix C that 

CC'=NE- U. (2.6) 

The products GG (-1) and G (-I )G are evaluated using Eq s. 
(2.5) and (2.6) as 

GG(-l)= (N-2C'AC) (C' A(-l )C) =N-2C A(CC')A (-UC' 

and 

G(-l )G=N-2C' A (-l )CC'AC 

=N-IC'A (-l) AC =N-IC'C. 

From Eqs. (2. 7a, b) it is easily seen that 

G{-l )G= (G(-I)G)', 

GG(-l)= (GG<-I I)'. 

Equations (2.6) and (2. 7a, b) also yield 

G(-l )GG(-l )=N-IC'A (-1 )CC'C =C'A<-I)C 
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=G. (2.9b) 

Equations (2. 8) and (2. 9a, b) show that G(-ll fulfills all 
the conditions of Eq. (2.1) and is therefore the unique 
generalized inverse of G. 

We now show that G and G(-l) are members of an 
Abelian group. First note that the matrix W IC'C, arising 
in Eqs. (2. 7a, b) and used in Eqs. (2. 9a, b), acts as a 
generalized identity. That N-I C'C acts as a generalized 
identity can be proved by considering the products 
N-IC'CG(m) and G(m) (N- I C'C), where 

G(m)=wm-1C' A(m)c, 

N-IC'CG(m) =N-m-2 C'CC' A (m)c 

=N-m-1C'A<m)c 

G<m )(N-1C'C) =N-m-2 C'A <m)cc'c 

=N-m-l C'A (m)c 

where use has been made of Eq. (2.6). It has been 
proven elsewhere3 and is readily seen that 

(2.10) 

(2.11) 

Equations (2. 10) and (2. 11) suffice to establish group 
properties. 

The immediate application of this section to a physical 
problem results when A is taken as the Rouse-Zimm 
matrix for a linear chain polymer. We show in the next 
section and in Appendix A that if A is the Rouse-Zimm 
matrix, three different types of A (-l) can be constructed 
which satisfy the requirements in Eq. (2.4). Hence 
G<-I) can be constructed from three types of generalized 
inverses of A. (The one-condition inverse is not con
sidered.) The first type, which is shown in the next sec
tion to be a two-condition generalized inverse, leads 
directly to a representation for G(-l) in terms of a Petrie 
matrix. The second type, constructed in Appendix A, is 
a three-condition generalized inverse, and the third is 
the unique generalized inverse. 

The importance of G(-l) is that the partition function 
and the mean square radius of gyration can be expressed 
as a particular expansion involving determinants of 
principal minors of G(-I) of various orders. 3 Though the 
treatment in the following section is confined to the 
linear chain, the arguments are sufficiently general that 
they can be extended to other chain forms. 

III. THE CONNECTION WITH PETRIE MATRICES 

A. A particular representation of G(·l) 

We approach the connection between G(-l) and a Petrie 
matrix in a somewhat circumspect fashion. Let H denote 
the (N - 1) XN Petrie matrix whose elements are 

h jj =l, j~i, 

hjj=O, j>i. (3. 1) 

Let W denote the product H'H, with elements W jk given 
by 
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(3.2) 

For j ~ k, nonzero terms of the product are encountered 
only for i ~ k, and therefore 

wjk=N-k, j~k 

wjk=N-j, j~k 

where the last equation is obtained by symmetry. 

(3.3) 

We will now show that W is the two-condition gen
eralized inverse of the Rouse-Zimm matrix A defined 
by Eq. (AI) of Appendix A. Consider the product F=AW. 

The three disinct cases which arise in evaluating 
matrix elements flk of Fare: 

(i) l=l, 

f lk=6 (W ;/51 / - W ik<\,i-l) 
i 

(ii) 1 < 1 <N, 

= 2w Ik - W I-l,k - W I.l,k; 

when 1 < k, 

f,k = 2(N - k) - (N - k) - (N - k) = 0; 

when 1 =k, 

f lk = 2(N - k) - (N - k) - (N - k - 1) = 1; 

and for I> k, symmetry demands 

flk=O; 

(iii) I =N, 

fNk='B (Wj/')Ni-WiljN,/.l) 

=W Nk -W N_l ,k=O-l=-l 

when k < N. In more succinct notation 

flk=O,k' l<N, 

f,,/k=-l+o Nk· 

Hence we may write F as 

F=E-XU, 

(3.4a) 

(3.4b) 

(3.4c) 

(3. 5a) 

where the matrix X possesses a single nonzero (i,j) 
element equal to unity in the (N,N) location. The 
matrices A, W, E, U, X are symmetric; therefore, 

F'=WA=E-UX. (3. 5b) 

The Rouse-Zimm matrix A satisfies 

UA=AU=O. 

Use of Eqs. (3.5) allows one to show that W satisfies 
conditions (i) and (ii) of Eq. (2.1); however, since 
F f. F', conditions (iii) and (iv) are not fulfilled. The 
matrix W is a two-condition generalized inverse of A. 
Furthermore, Eqs. (3.5) establish that W satisfies the 
requirements of Eq. (2.4) and it may be concluded that 

G<-l)=C'WC 
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is the unique generalized inverse of G, where 

G=N-2C'ACo 

The three-condition and unique generalized inverses of 
A, constructed in Appendix A, also fulfill Eq. (2.4); 
thus G(-1) may be obtained by at least three different 
routes. 

B. G(-l las a product of Petrie matrices 

The connection between G (-1) and a particular Petrie 
matrix may be established by evaluation of the product 
D=HC, where H is defined by Eq. (3.1) and C is de
fined by Eq. (2.2). We find, upon referring to Eqs. 
(2.2), (3.1), that 

d i ,J + ,= hu c J, j+l + hi,J+kC j+ k,j+ I 

= hi} - h i.j+k' (3.6) 

wherei=l, ... ,N-l, j=l, ... ,N-k, k=l, ... ,N-l, 
1= (N - k/2)(k - 1). Three classes of terms are en
countered on evaluating Eq. (3.6). They are given by 

(i)j>i, 

(3.7a) 

(ii)j~i<j+k, 

1- 2 0 0 
2- 3 0 0 
3- 4 1 0 
4- 5 1 0 
5- 6 0 
6- 7 
7- 8 1 
8- 9 0 
9- 10 0 1 

10-11 0 1 
11-12 0 1 
12 -13 0 0 

FIG. 1. One-to-one mapping of chains into Petrie matrices: 
The chain on the left has two contact pairs. (3.8) and (6.12). 
The labeling 1-2,2-3 ..... 12-13. indicates catenated 
steps or consecutive bonds on the chain. 

IV. LAGRANGE'S THEOREM 

In the most general form, Lagrange's theorem relates 
the inertial tensor of a mechanical system to the dis
tances between all pairs of particles. In the standard 
form, the theorem relates the square radius of gyration 
of the mechanical system of identical particles, defined 
by 

(4. 1) 

(iii) j + k ~ i, 

(3.7b) where r i is the vector from the center of gravity to the 
ith partic Ie, to the interpartic Ie distance sir k - r I I by 8 

(3.7c) 

The matrix D is thus one whose columns contain only 
zeros and ones. If D is to be a Petrie matrix, then the 
ones in each column must occur consecutively. The 
condition in Eq. (3.7b) shows that the ones in each 
column do oCCur consecutively since the dj,J+I= 1 for 
j + k - 1 ;0 i ;0 j and vanish outside this interval. This ob
servation allows us to cast Eq. (3.7b) into the form 

wherej=I,_ .. ,N-k, k=I, ... ,N-l, 
I = (N - k/2)(k - 1), m = 1, ... , k. All other elements of 
the j + I column are equal to zero. We conclude that D 
is a Petrie matrix. Now, 

G(-ll=C'WC =C'H'HC; 

therefore, 

G(-1)= D'D. (3.10) 

An example is provided in Appendix B which illuminates 
the structure of these various matrices. 

The rows of the matrix H, c. f. Eq. (3.1), may be 
thought of as representing the possible contact pair 
types, i. e., nearest-neighbor, next-nearest-neighbor 
and so on. The columns of the matrix D, on the other 
hand, represent all the possible combinations of pair 
contacts. The correspondence between the columns of 
D and the polymer chain is somewhat subtle. It rests 
upon the interpretation of a column of D as a representa
tion of a series of catenated steps or consecutive bonds 
in the chain. Figure 1 is offered as an example of the 
preceeding discussion. 
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S2 =N- 2 L 6 (rk - r,?, 
k<l 

(4.2) 

That this transformation is correct is easily seen 
from the matrix representation. Let r' = [r~, r~, ... , r~l 
be a 1 x 3N row vector pertinent to a particular con
figuration. Then 

s2=N-1r'r=N-1r'(E
N

0 E3)r. 

Substitution of Eq. (2.6) for EN gives 

S2 =N"2r ,[(CC' + U)0 E3lr 

=N-2 r'[(C0 E3)(C'0 E3)lr (4.3) 

since (U0 E3)r=O by definition of the center of gravity. 
The last rendition, Eq. (4.3), is easily seen to be 
identical to Eq. (4.2). 

The theorem is readily generalized to encompass the 
inertial tensor for a system of nonidentical particles. 
Let the vector from the center of mass to the ith parti
cle in a mechanical system in a particular configuration, 
be denoted r i as before. A constraint on the r i arises 
from the definition of the center of mass according to 

IV 

6 m i r i =O, 
i:::;l 

(4.4) 

where In i denotes the mass of the ith particle. Now de
fine the NX 3 matrix R as 

where X, Y, and Z are NX 1 columns consisting of x, y, 
and z components of all the r i' respectively. (It is 
readily seen that the calculation is not restricted to 
three dimensional space. ) Let M denote the NXN 
diagonal matrix with elements 
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m iJ =m/5 iJ 

equal to the masses of the particles. Upon forming the 
sum of pre- and post-products of Eq. (2.6) with the 
matrix M, one obtains 

M = (2Ntl[(MCC' + CC'M) + (MU + UM)]. 

The inertial tensor 

may be defined in matrix form as 

S = [Tr(M)]-l R'MR. 

(4.5) 

(4.6) 

Use of Eqs. (4.4) and (4. 5) allows this equation to be 
written as 

S= [2NTr(M)]-lR'(MCC' + CC'M)R (4.7) 

since UMR=O. Upon reverting to indicial notation this 
is seen to be 

5",8= 6 6 (mixr-mJxf)(x~-x~)+(x~-Xj) 
l.:o:ii~j:s.N 

x (m.x~ - m Jx J
8)/2N t mi' 

t I 1=1 

If the masses are identical, Eq. (4.7) reduces to Eq. 
(4.2) upon taking the trace of S. 

V. DISCUSSION 

The aim of this paper has been to establish a connec
tion between two matrices which are intimately involved 
in the problem of the linear Gaussian chain with ex
cluded volume. The connection between Petrie matrices 
and a special generalized inverse occurs at two levels. 
The generalized inverse G<-l) is equal to the product of 
a Petrie matrix (D) and its transpose. This Petrie 
matrix is directly related to the specific pair interac
tions in the polymer chain. Another Petrie matrix (H) 
used in the construction of the generalized inverse con
tains information referring to the number of steps be
tween interacting beads in the polymer. One is lead to 
speculate that matrices of the form C' A <-lJC, where A 
and A <-1) satisfy Eqs. (2. 3) and (2.4), can always be 
written as the symmetric product of Petrie matrices for 
a connected chain. If this is so, then molecules of any 
arbitrary connectivity may be treated with Petrie 
matrices as well as with C. 

Section IV is representative of a direct application of 
generalized matrices to a nontrivial problem. The usual 
derivation of Lagrange's theorem involves laborious 
algebra and demands careful choice of reference sys
tems. That the derivation is so simple with use of C is 
illustrative of the comprehensive nature of this matrix. 
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APPENDIX A 

The elements of the NXN Rouse-Zimm matrix A 
for a chain of N beads are given by 
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aij=2o iJ -O i ,J+I- Oj,J-l, l<i<N, 

alf = 51f - 0l,f-l' 

a Nj =oNj-5N,J+1' (AI) 

Let V be a generalized inverse of A which satisfies 
Eq. (2. 4) with 

X=Y=-N-lE, 

where E is the identity matrix of order N. The elements 
of Vare 

v If = (2Ntl[i(i - 1) + (N - j)(N - j + 1)], i ~j, 

ViJ = (2N)-1[j(j -1) + (N - i)(N - i + 1)], i ~ j, (A2) 

and V is a three-condition generalized inverse of A 
satisfying 

AV=VA=E _N'lU, which is to be proved. First, it 
is seen from Eq. (A2) that V' =V, i. e., V is symmetric. 
Consider the product AV. The elements of AV take the 
follOwing forms: 

(AV)jj=-Vj_l,j+2vlf-v/+l,f' l<i<N, 

which: 

(a) when i < j, 

(AV)jj=-N-I; 

(b) when i = j , 

(AV)jf = I_WI; 

(c) when i > j, 

(AV)lj = _ N-l . 

For elements of the first row of the product 

(AV)lj = vlj - v2 j> 

which: 

(a) when j = 1, 

(A V)u = 1 - N- l
; 

(b) when j '* 1, 

(AV)lj = _WI. 

For the last row we have 

(AV)Nj = - V N-l,j + V Nj' 

which: 

(a) whenj=N, 

(AV)NN= 1_N'1; 

(b) when j *N, 

(AV)NJ=-N'l. 

(A3) 

(A4) 

(A5) 

The explicit evaluation of AV along with the fact that A 
and V are symmetric matrices lead to the desired re
sult that 

AV=VA= E _N-IU, (A6) 

where it is recalled that U is a matrix whose elements 
are all equal to 1. Equation (A6) also shows that V 
satisfies conditions (iii) and (iv) of Eq. (2.1). The 
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matrix A obeys Eq. (2.3). This is sufficient for the 
purposes of showing that V satisfies condition (i) of Eq. 
(2.1). Since V has only positive elements, the product 
VU cannot vanish. This fact suffices in showing that V 
cannot satisfy (ii) of Eq. (2.1). Therefore the matrix 
V is a three-condition generalized inverse of A. 

Consider now the matrix R constructed from the 
diagonal matrix ~ of nonvanishing eigenvalues of A 
according to 

(A7) 

where A = TAT'; T-1 = T'; Ao is an (N - 1) x (N - 1) 
diagonal matrix obtained from A by removal of the zero 
eigenvalue, while To is obtained from T by removing the 
constant column and is of dimension (N - l)xN. It has 
been shown3 that 

AR = (AR)' = RA = E - /VIU, (A8) 

which, together with the fact that A obeys Eq. (2.3), 
establishes that R satisfies conditions (i), (iii), and (iv) 
of Eq. (2.1). It also has been shown3 that 

where 0 is the null matrix. This relationship and Eq. 
(A8) suffice to establish that R satisfies condition (ii) of 
Eq. (2.1). Hence, R is the unique generalized inverse 
of A. Furthermore, Eq. (A8) shows that R satisfies Eq. 
(2.4) and thus is a third route to G(-l). 

APPENDIX B 

Matrices for N = 5 are given here to serve as ex-
amples. Reference to Eqs. (2.2), (3.1), (3. 4a, b) of the 
text and Eq. (A2) of Appendix A allows us to write ex-
plicit expressions for C, H, W, V, respectively, as 

1 0 0 0 1 0 0 1 0 1 

-1 1 0 0 0 1 0 0 1 0 

C= 0 -1 1 0 -1 0 1 0 0 0 

0 0 -1 1 0 -1 0 -1 0 0 

0 0 0 -1 0 0 -1 0 -1 -1 

(B1a) 

1 0 0 0 0 

1 1 000 
(Blb) 

1 1 100 

1 1 110 

4 3 2 1 0 

3 3 2 1 0 

W= 2 2 2 1 0 (Blc) 

1 1 1 1 0 

0 0 0 0 0 
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10 6 3 1 0 

6 7 4 2 1 

V = (1/5) 3 4 5 4 3 

1 2 4 7 6 

0 1 3 6 10 

Recalling that 

G(-l)=C'WC =C'VC, 

one finds 9 that 

100 0 1 0 0 101 
o 100 1 101 1 1 
o 0 100 1 1 1 1 1 
0001001011 
1 100 2 102 1 2 
o 1 101 2 1 2 2 2 
0011012 122 
1 1 102 2 1 323 
o 1 1 1 1 2 2 2 3 3 
1 1 1 1 2 2 2 3 3 4 

(BId) 

Alternatively, the expressions in Eqs. (B1a), (BIb) 
may be used to represent G (-1) in another fashion. Since 

D=HC, 

one finds that 

D= l~ ~ ~ ~ ! ~ ~ ! ~ !l o 0 100 1 1 1 1 1 . 
000 100 101 1 

It was shown in Sec. III of the text that 

G(-1)=D'D. 

Each column or combination of columns in D is a Petrie 
matrix. The matrix D represents the ten possible com
binations of pair contacts, which conveys essentially the 
same information as C. 

APPENDIX C 

Given that C is the NXN(N - 1)/2 matrix defined in 
Eq. (2.2), then 

CC'=NE-U, (C1) 

where C' is the transpose of C, E is the identity matrix 
of order Nand U is a matrix of dimension NxN whose 
elements are all equal to unity. The relation in Eq. 
(C1) will be derived by explicit evaluation of CC/. 

Consider the sum, 

N(N-1)!2 

L: C imc:nr' 
m:::l 

(C2) 

when i < r. The only value of m for which C im differs 
from zero, for a given i, occurs when m = i + l, where l 
is defined in Eq. (2.2). The only values of r for which 
c;.l,r differs from zero occur for r = i or r = i + k. By 
stipulation i < r, and 

=(1)(-1)=-1. (C3) 
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The matrix product CC' is symmetric, and therefore all 
off-diagonal elements are - l. 

Consider now the case when i = Y. The only values of 
c;rII which differ from zero are those for 

m=i+l, (C4a) 

or 

i =j + k, 

m =j + 1. (C4b) 

The values of k which are permitted, for a given value 
of i in Eq. (C4a), are those for 1 -'S k ~N - i as Eq. (2.2) 
reveals. Equation (C4a) excludes the case i ==N, since 
k must be greater than zero. Similarly, i=1 is ex
cluded in Eq. (C4b) since k ~ 1 and j ~ 1. The values that 
j can assume in Eq. (C4b), for a given value of i, are 
1 ~j ~i -I, since k must be less than i. Thus three 
cases arise in the calculation of the diagonal elements 
of CC'. 

(i) i = I, 

N-1 

6 elm C~l == '6 C 1 •1 + 1 c~+ l,U 
m k=1 

N-1 

= 6 (1)(1) ==N - 1; (C5a) 
k=l 

(ii) l<i<N, 

i-l 

=N-i+ L (-I)(-I)=N-I; (C5b) 
j=l 

(iii) i =N, j + k =N, 

N-1 

I; C Nmc:nN == :0 C j+k,J+ I cj+ l,j+1l 
m J=l 

N-1 

= 6 (-I)(-l)=N-l. (C5c) 
j=l 

Thus, the diagonal elements are all equal to N - L Upon 
combining the results in Eqs. (C3) and (C5), and using 
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the definition of U, we find that CC' ==NE - U. An ex
change of rows or columns in C with a corresponding 
change in columns or rows in C' leaves the product CC' 
unchanged. If P represents a permutation matrix 
obeying 

PP'=P'P==E, 

then 

PCC'P' = P(NE - U)P' = P'CC'P ==NE - U. 

In closing, we note that W1C' is the unique generalized 
inverse of C, since 

(N-1C')C(W1C') = (N-1C')(E _ W1U) =W1C', 

C(N-1C')C = (E - W1U)C = C, 

CC'=(CC')', 

C'C =(C'C)'. 

The matrix C is associated with a directed graph. Its 
unique generalized inverse N-1C' is also intimately con
nected with that graph. 10 

1M. Gordon and W.T. Tutte, Proc. Camb. Phil. Soc. 75, 
155 (1974). 

2M. Gordon, S.B. Ross-Murphy, and H. Suzuki, preprint. 
3B.E. Eichinger, J. Chern. Phys. 59, 5787 (1973). 
4C.R. Rao and S.K. Mitra, in Generalized Inverse of 
Matrices and its Applications (Wiley, New York, 1971). 

5T. L. Boullion and P. L. Odell, in Generalized Inverse 
Matrices (Wiley, New York, 1971). 

6R.M. Pringle and A.A. Rayner, "Generalized Inverse 
Matrices," Griffin's Statistical Monographs and Courses, 
No. 28 (Hafner, New York, 1971). 

1Ref. 5, pp. 66-69. 
Bp. J. Flory, Statistical Mechanics of Chain Molecules (Inter
science, New York, 1969), Appendix A, pp. 383-384. 
~ef. 3, Appendix C gives V (called A <-I» and GI-I) for the 
linear chain with N= 5. 

I°See Ref. 5, p. 68. Upon recognizing C, given by Eq. (2.2), 
as a connected incidence matrix and using the result, derived 
in Appendix C, that N-tC' is the unique generalized inverse 
of e, one may invoke Theorem 13 on p. 67. The theorem also 
leads to the result that ee' =NE - U. 
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The state of a system is characterized, in statistical mechanics, by a measure w on r. the phase 
space of the system (i.e., by an ensemble). To represent an equilibrium state, the measure must be 
stationary under the time evolution induced by the systems Hamiltonian H(x). xE r. An example 
of such a measure is wed x) = f(H)d x ;d x is the Liouville (Lebesgue) measure and f(H (x) is 
the ensemble density. For "nonergodic" systems there are also other stationary measures with 
ensemble densities. e.g .• for integrable dynamical systems the density can be a function of any of the 
constants of the motion. We show, however, that the requirement that the equilibrium measure have 
a certain type of "stability" singles out. in the typical case. densities which depend only on H. 

1. INTRODUCTION 

The macroscopic description of a physical system is 
assumed in statistical mechanics to be given by a prob
ability measure w on the phase space r of the system 1, 2: 

If A is a region of the phase space, A c r, then w(A) is 
the probability that the phase point of the system will be 
found in A. Equivalently, w(A) is the fraction of systems 
in the ensemble in the region A. To describe a system 
in equilibrium the measure must be stationary under the 
time evolution. Since the energy (Hamiltonian) H of a 
finite system of particles is always a constant of the 
motion, a measure given by a function of the energy 
(times Lebesgue measure), w(A) = f Af(H) dx, will always 
be stationary. Conversely, if the time evolution is 
ergodic on all the energy surfaces SE [specified by H(x) 
= E] equipped with their natural microcanonical mea
sures, then every stationary measure w given by a den
sity p, i. e., w(A) = f AP(x)dx so that w(A) =0 if fAdx =0, 
will be of this form. 2,3 If, in the other extreme, the 
system is integrable, 2,4 so that there are in addition to 
H other "smooth" constants of the motion, then there 
will also be stationary states whose densities are func
tions of these constants of the motion. 

Consider, for example, an ideal gas consisting of n 
particles moving in a unit box with periodic boundary 
conditions-the unit torus T3. The phase space of this 
system is T3n X R 3n and the time evolution T t , is given 
by 

T t (q1,., ·qan'Pu •• • Pan ) = Tt(q, p) = (q + pt, p), 

where (q, p) = X E: T 3n 
X R 3n = r and the addition is modulo 

1. This evolution comes from the ideal gas Hamiltonian 

The Pi' as well as H, are constants of the motion and 
thus any ensemble density which is a function of p only 
will be stationary under the time evolution. 
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Nevertheless, the equilibrium properties of finite 
systems, even those which are not ergodic, are usually 
assumed to be determined by a density which is a func
tion of H only. 1,2 In this note we shall not discuss any 
specific form of this function but consider justifications 
of the assumption that the ensemble density is a function 
of H only even when there are also other constants of 
the motion present. 5 (It is known that all reasonable 
functions of H lead to the same results for local quan
tities in the thermodynamic limit. 1) 

There may, of course, exist singular stationary mea
sures (not given by a density) which are not "constant" 
on energy surfaces even if the system is ergodic on all 
such surfaces. 2 It may be argued, however, that these 
measures, which assign a finite probability to the sys
tem being found in a region of the phase space A which 
has zero (Liouville-Lebesgue) volume, i. e., fA dqdp 
= 0, should be irrelevant for explaining experimentally 
observed behavior. Experimental results depend on re
producibility and it seems plausible to assume that there 
will be a vanishing "probability" for "preparing" a phys
ical system in such a region. 1a We may then regard as 
phYSically reasonable only those measures which are 
absolutely continuous, i. e., have a density, with re
spect to Lebesgue measure. We shall adopt this attitude 
here and only worry about the justification of assuming 
p(x) to depend on H only. [The microcanonical ensemble, 
at a fixed energy E, is itself singular with respect to 
Lebesgue measure dqdp; it may, however, be regard
ed1,2 as the limit when t:.E - 0, of measures concen
trated, with uniform density, on the energy shell 
(E, E + t:.E), Leo, p(x) = f(H) = const for E ~ H ~ E + t:.E, 
and is zero outside this shelL As already noted the re
sults, for large systems, are independent of this limit.] 

While we shall be concerned here exclusively with 
finite systems similar problems arise for infinite sys
temso In the case of infinite quantum systems, Haag, 
Kastler, and Trych- Pohlmeyer6 (HKP) have shown that 
a condition of stability under local perturbations of the 
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time evolution is useful for the characterization of 
equilibrium states, i. e., under certain reasonable as
sumptions the only stable states are KMS states. Their 
argument may be adapted to prove a similar result for 
infinite classical systems. 7 In this note we wish to con
sider the extent to which "stability" may be useful for 
the characterization of equilibrium ensembles for finite 
systems. 

2. FORMULATION OF PROBLEM 

The notion of stability which we wish to use is similar 
to that used by HKP and may be described roughly as 
follows: Let w be the stationary state given by the func
tion f '" f(H). If we perturb H slightly to obtain a new 
Hamiltonian HI.. '" H + >Jt, we obtain a new time evolution 
Tfh (= T;) such that there exists a measure WAh (= wI..) 
[given by the function f(H + >Jt)] which is (a) stationary 
under T} and (b) "close" to w. We will say that a state 
w stationary under T t is stable if there exists such a 
family WAh which is close to w for all (sufficiently nice) 
perturbations h. A state w which fails to be stable in 
this sense should not be regarded as "physical" because 
an arbitrarily small error in our knowledge of H could 
imply that w does not even approximate a state station
ary under the actual Hamiltonian time evolutiono 

To obtain a precise formulation of stability we must 
decide exactly how wI.. is to be close to w. Since the only 
use of the measure (or ensemble) is to obtain expecta
tion values of physical observables, i. e., of functions 
A(x), which (by the very nature of physical observations) 
may be assumed to be smooth functions of x, x E r, 
closeness should refer to such expectation values. We 
shall write w(A) and w"(A) for the expectation value8 of 
A, with respect to the measures wand w\ and will as
sume throughout that H and all perturbations are E C2(r) 
and that II is bounded. Some possibilities are: 

(i) wI.. - w in norm, i. e. , 

where lim,,~o E(,\) '" 0, A E C(r), the bounded continuous 
functions on the phase space r of the finite system, and 
!lA11 '" sUPxEr IA(x) I; 

(ii) W\:7o w weakly, i. e., wA(A),,7"ow(A) for all A E C(r). 

Clearly, (i) implies (ii). It is also worth noting that 
there is a natural dynamical formulation of stability 
which is equivalent to (i). 

(i / ) T;hW remains close (in norm) to w uniformly in t, 
for any perturbation h, when ,\ is sufficiently small, 
i. e. , 

Iw(T~) - w(A) I <E(,\) IIA II 
for all AE C(r) and all t. 

To prove equivalence we note that (i /) follows from 
(i) because 

Iw(T~A)- w(A) /~ /w(T}A) - w"(T}A) 1+ /w"(A) 

- w(A) I ~ 2E(,\) IIA II, 
since w"(T~A) '" w"(A) by the stationarity of w" under the 
perturbed evolution and IIT~AII "'IIAllo Conversely, if (i /) 
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holds we may construct w" norm close to w as a weak 
limit point of the time averages w\. of the measures 

T;w (w;= liT JT dt T~w)o 
o 

Condition (i / ) may be called dynamical stability: Sup
pose a perturbation >Jt is added to H at some time, say 
t '" 0; then w will change with time for t> O. If, however, 
w satisfies (i/) and ,\ is small then the expectation values 
of physical observables will also be changed only slight
ly even after very long times. (This remains true also 
if the initial state is not exactly w but some state w' 
which is close to w in norm. ) 

These conditions have quantum counterparts: one re
places C(r) in the above by the C*-algebra BIJ-I) of 
bounded operators on the Hilbert space H corresponding 
to the finite quantum system-of a finite number of 
particles in a finite volume. wand w" correspond to 
normal states on B(H) [i. e., positive linear functionals 
w of the form A - tr(Ap), A E B(H), where p E B(H) is 
positive and tr(p) '" 1] which are invariant under the one
parameter groups T t and nh generated by the Hamilto
nians Hand H + ,,11, hE B(H), respectively. For finite 
systems H has discrete spectrum and corresponding to 
states of the form f(H) for classical systems one has 
the invariant states given by p"'f(H) (e"g., p"'e-~H/ 
Tre-~H) for quantum systems. 

In both the classical and qunatum situations, a state 
given by a (reasonable) functionf(H) will satisfy (i) 
and (ii) and thus, also (i/). In the quantum case a state 
is stationary if and only if [p, H] (= pH - Hp) '" 0, so that 
if H has nondegenerate spectrum, p must clearly be of 
the desired form" Even if H is degenerate the restric
tion of p to each energy level must still be the identity 
if (ii) is to be satisfied, since any splitting of an energy 
level may be achieved by the appropriate choice of per
turbation.6 In the classical situation we need stronger 
conditions that (i) and (ii) to obtain a general result. 
Before introducing such a condition, in Sec. 4, we shall, 
in the next section, investigate some consequence which 
follow solely from the "weak stability" condition (ii). 

3. SOME CONSEQUENCES OF WEAK STABILITY 

Proposition l' Let w be weakly stable under the per
turbation h as in (ii), L e., there exists a collection 
wAh of states invariant under the dynamics generated 
by H + All which converge weakly to Wo Then wAh(Q) is 
differentiable at " '" 0 on observables of the form 
Q ",{H, B} [the Poisson bracket (P. B.) of H with B] for 
some B E C~(r) (C1 functions of compact support)9 and 

In particular, if B is a constant of the motion {H, B} '" 0, 
then 

w({h, B}) '" 0" 

Proof: For any B E C~(r) the perturbed states 
satisfy 

d 
0", - w"h(r; B) '" wXh({H + All B}) dt t t=o " 
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or 

The weak continuity of WAh at A = 0 implies therefore the 
existence of the limit 

= - w({h, B}). 

Since, by stationarity, 

w({H, B}) = 0, 

the above limit is the weak derivative of wAh on Q ={H, B}. 

Proposition 2: If w satisfies stability (ii) and is given 
by a C1(r) density p, then 

{P,B}=O (3.3) 

for any B E C~ (r) such that {H, B} = O. 

Proof: By Proposition 1 {H, B} = 0 implies w ({h, B}) = 0 
for any hE C6. In terms of p we thus have, using well
known properties of the P. B. , 

0= J dxp{h,B} 

= J dx{Ph,B}- J dxh{p,B} 

=- J dxh{p,B}. 

Since h is arbitrary this implies (3.3.). 

We have thus obtained a simple condition on w, (3.2) 
and (3.3), necessary for stability (ii). 

The above arguments can be reproduced for quantum 
systems, with the understanding that {, } stands for 
the commutator. According to (3.3) a state of a quan
tum system, given by a density operator p, is stable 
(ii) only if p commutes with all operators which com
mute with the Hamiltonian H. Since H has discrete 
spectrum it follows simply that p is a function of H. 

No such general result can be expected for classical 
systems as may be seen by considering integrable sys
tems for which the Kolmogorov-Arnold-Moser (KAM) 
theorem2• 4 is applicable. It can be shown, see remark 
at end of Sec. 4, that for such systems even the strong
er stability condition (i) is not sufficient to insure the 
desired result p = f(H). 

The difference between classical and quantum sys
tems appears to be due to the lack of a sufficient num
ber of global constants of the motion in the classical 
case. This prevents fuller exploitation of Proposition 2 
whose usefulness depends on the existence of an abun
dance of invariants. Even integrable systems, if they 
satisfy the conditions of the KAM theorem, have only a 
"limited" number of such constant (i. e., n constants 
when r is a 2n-dimensional space). This shows up in 
the requirements for KAM theorem that the frequencies 
be incommensurable4

; this reduces the number of 
smooth invariants; e. g., for two uncoupled oscillators 
there exists a function of the two phases which is a 
(Smooth) invariant iff the frequencies are commensura
ble. Indeed, we shall now prove that in the extreme case 
of a periodic system weak stability alone implies that 
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p==f(H). We shall consider this case explicitly. despite 
its limited applicability, to illustrate the method used 
in the next section for more "typical" systems. 

Proposition 3: Let w be a state of a periodic system, 
given by a C1(r) density p. If w is weakly stable [i. e. , 
satisfies stability (ii) 1, then locally p is a function of 
H, i. e., 

gradp is parallel to gradH. (3.4) 

Proof: Denote by T the period of the system. Then, 
for any A E C~, 

A(x) = J
o 

T df A(Ttx) 

is a constant of the motion. Proposition 2 now implies 
that 

0= {p, A} ={P, Jo' df TtA} = Jo T dt{P, TtA} 

= JoTdfTt{P,A}, (3.5) 

where we have used the invariance of p under T to As
sume now that gradp is not parallel to gradH at some 
point x. One could then find on observable A, with sup
port in a neighborhood of x, in which {P,A}> 0 along 
the orbit of x. This would contradict (3.5). 

The typical (generic) integrable system is not period
ic. Nevertheless its periodic points are dense in the 
phase space. 4 In the next section we show how to obtain 
a positive result for such systems at the price of im
posing a somewhat stronger, and not so physical, re
quirement of stability on the equilibrium states. 

4. A STRONGER STABILITY CONDITION 

As we have seen in Propositions 1 and 2, the weak 
stability of a state w enables one to define, for each 
smooth perturbation h of compact support, a functional 
L h , whose domain are observables of the form 
Q={H,B}, by 

Lh({H, B}) = - w({h, B}). 

Lh was shown there to be the weak derivative of the per
turbed states wAh. 

Definition: A state w satisfies stability (iii) if it is 
weakly stable and if, for each h E: C~, the functional Lh 
is given by a C2 (r) function fh' i. e. , 

Lh({H, B}) = J dxfh(X){H, B}. 

When w has a denSity p 

J dxfh{H,B}=- J dxp{h,B}. 

This gives after integration by parts, assuming pE C1(r), 

- J dxB{H,fJ= J dxB{h,p}. 

Since this holds for, essentially, any B it implies 

- {H,fJ={h, p}. (4.1) 

Thus, for states given by a density, stability (iii) im
plies that for each perturbation h there exists a C1 (r) 
function fh which satisfies (4.1). This condition is satis
fied by p of the desired form, i. eo, p = f(H), f E C1, 

since 
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{h, p} = {h,f(H)} = f' (H){h,H}= {J' (H)h,H} 

and one may choos e fh =1' (H) h. 

We will now show that in the generic case, the con
verse of the above statement is also true. 

P1'oposition 4: Let w satisfy stability (iii) and be 
given by a C1 density p. If periodic orbits (under T t ) 

are dense in r and if the energy surfaces SE are con
nected then p is a function of H. 

Proof: Let y E r be a periodic point with period T. By 
stability (iii), there corresponds to each h E C~ a C1(r) 
function fh such that 

{p, h}={H,fh}' 

Therefore, using the periodicity of the orbit through y, 
we obtain 

1T du{P,h}(TuY) = iT du{H,fJ(TuY) 

(T d 
= Jo du du fh(TuY) =fh(Tuy)-fh(Y)=O 

for any hE C5. By the same argument as in the proof of 
Proposition 3, we conclude that gradp is parallel to 
gradH at y. 

Since the periodic points are dense the gradients of 
p and of H are parallel everywhere. The connectedness 
of energy surfaces now implies that p is a function of H. 

Remark: The assumptions made in Proposition 4 can
not easily be weakened as may be seen by considering 
stability in integrable systems to which the KAM theo
rem is applicable. 4 (The ideal gas in a torus is such a 
system.) In these systems the phase space is decom
posable into invariant (under T t ) tori "most" of which 
are stable under small (sufficiently smooth) perturba
tions h: That is, except for a family of tori of total mea
sure E(X), there corresponds to each Tt-invariant torus 
M a uniformly close T~h-invariant torus M~ (on which 
the T~h time evolution uniformly approximates the T t 
evolution on Jl,l). Here E(X) - 0 as X - 0 and M~ is "dif
ferentiably close" to M. Hence for any Tt-stationary 
measure which is given by a smooth "function of the 
invariant tori" (i. e., a function of the "action variables" 
parameterizing the tori) one may use the correspon
dence M - M to construct a T1-stationary measure w~ 
which is norm close to w and even differentiably close. 
Thus, unless the use of perturbations to which KAM 
does not apply is allowed-in our argument h could be 
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arbitrarily smooth-the proposition will not hold if we 
replace in it stability (iii) by stability (ii) or even stabil
ity (i). Stability (iii), on the other hand, will rule out 
these cases because the derivative of w~ at X = 0 may 
fail to be even a function and will certainly not be C1, 

A positive result may, however, be possible if the w~ 
are required to be given by smooth functions, since this 
is almost certainly not the case for the wl. which can be 
constructed by the use of the KAM theorem. 
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Optical theorems for three-to-three processes are derived from S -matrix principles. These theorems 
express all single, double, and multiple discontinuities across all combinations of normal threshold 
cuts in terms of physical scattering amplitudes. The 216 functions corresponding to all combinations 
of sides of the 16 normal threshold cuts are determined by analyticity requirements and the 
generalized Steinmann relations. These two conditions guarantee that these functions can be identified 
with the corresponding functions in the Regge discontinuity formulas of Weis. This identification 
provides for a possible enlargement of the scope of Regge-Mueller-type analyses of high-energy 
processes. 

I. INTRODUCTION 

A multiparticle optical theorem is used in the studies 
of high-energy processes stemming from the work of 
Mueller. Mueller1 originally showed that important prop
erties of inclusive cross sections follow from the as
sumption that certain matrix elements of current opera
tors enjoy Regge behavior_ Tan2 then observed that 
Mueller's assumption about current operators could be 
replaced by the S-matrix assumption that the scattering 
function itself evaluated on various sides of normal 
threshold cuts enjoys Regge behavioTo Tan's argument 
was based on a multiparticle generalization of the ordi
nary optical theorem, called the inclusive optical the
orem, which was subsequently proved in Ref. 3. This 
theorem formed the basis of further developments of 
Mueller's ideas, 

These further developments are generally formulated 
in the S- matrix framework. However, the proof in Ref. 
3 of the underlying inclusive optical theorem is based 
on field theory, and depends on off-mass-shell continua
tions. The question thus arises whether this theorem 
can be proved in the mass- shell S- matrix framework. 

The inclusive optical theorem is a special case of a 
discontinuity formula that had been proposed in early 
S-matrix works. Tan gave a heuristic S-matrix deriva
tion based on crossing, However, many possible cuts 
stand in the way of on- mass- shell continuations to the 
cross channels and the effects of these cuts were not 
fully analyzed by Tan. 

One purpose of the present work is to provide an S
matrix derivation of the inclusive optical theorem for 
three-to-three processes. More generally the purpose 
is to derive formulas for all of the single, double, and 
multiple discontinuities across all combinations of nor
mal threshold cuts in three-to-three scattering func
tions. These discontinuities are expressed in terms of 
physical scattering functions, i. e., in terms of scatter
ing functions evaluated at their physical boundary points. 

The central problem in this endeavor is to determine 
the 216 functions corresponding to all possible combina
tions of sides of the 16 normal threshold cuts. A basic 
requirement on these functions is that they continue 
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around all normal threshold singularities in the appro
priate manner, This requirement would seem at first 
insufficient to determine these functions, but it turns 
out to be very stringent, and it probably uniquely deter
mines 26018 of the 216 = 65536 functions, The remaining 
functions are then determined by the generalized 
Steinmann relations, 4 which must be satisfied if the func
tions are to be identified with corresponding functions 
occurring in the Regge discontinuity formulas obtained 
by Weis, If this identification is made then the optical
theorem expressions for the various discontinuities can 
be equated to the corresponding Regge formulas, thus 
opening the way to an enlargement of the scope of 
Regge-Mueller analyses, 

Our general optical theorems will be described pre
sently. First the inclusive optical theorem and certain 
related formulas are reviewed. 

The inclusive optical theorem is essentially a formula 
for the discontinuity of the scattering function across a 
certain basic cut, evaluated on specified sides of each 
of the other basic cuts. These basic cuts are cuts in the 
channel energies that start at the lowest normal thresh
olds and extend to plus infinity. This formulation is 
based on field theory, and the use of channel energies 
as basic variables, rather than channel invariants, 
stems from the fact that the scattering function has sim
ple cut-plane analyticity in the complex energy variables 
if the 3-momenta are all held fixed and real. 3 In partic
ular, the singularities are confined to the union of the 
surfaces ImEg = 0, where Eg is the channel energy asso
ciated with channel go 

For the three-to-three case the complex energy space 
is five-dimensional, since one energy variable is fixed 
by energy conservation, There are sixteen channels K 
associated with basic cuts, These are the one direct or 
total- energy channel, the three initial subenergy chan
nels, the three final subenergy channels, and the nine 
cross- energy channels that are defined by sets consist
ing of one initial particle and two final particles, or by 
the complementary sets consisting of two initial parti
cles and one final particle, 

The sixteen planes ImEg = 0 divide the five-dimension-
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al space of imaginary energies into 2282 regions called 
zones. Each zone is a cone-shaped region with apex at 
the origin. The scattering function is analytic in each 
zone, and has, for each zone, a corresponding boundary 
value, which is defined by letting the complex point 
P' = (P{, ••• ,Psi approach the real boundary point P 
= (PI' ••• ,Ps) from within that zone. The inclusive opti
cal theorem, for the three-to-three case, is essentially 
a formula for the difference between two of these 2282 
zone boundary values. 

In the S-matrix framework the mass-shell constraints 
are retained. Hence the energies are real if the 3-
momenta are reaL Consequently, the zones defined 
above do not intersect the (mass-shell) domain of defi
nition of the scattering function. It is therefore neces
sary to define the boundary values by a different pro
cedure. This procedure uses the sixteen channel invari
ants Sg' instead of the sixteen energies Eg• 

The sixteen channel invariants Sg are not independent 
variables: They are functions of the eight independent 
scalar invariants. Suppose for a moment, however, that 
these sixteen variables could be treated as independent 
variables, and that the scattering function had only 
normal threshold Singularities, and hence enjoyed cut
plane analyticity in (st. .. , ,SIS) space, with the singular
ities confined to the union of the planes Imsg = O. In this 
case there would be 21S boundary values, one correspond
ing to each combination of sides of the 16 cuts Ims g = O. 

Stated differently, for everyone of the 21S subsets G of 
the set E of sixteen indices g there would be a boundary 
value M G

(Sl' •• " SIS) obtained by approaching the real 
boundary point (S1> ••• ,SIS) from the lower-half Sg plane 
for every g in G, and from the upper half Sg plane for 
every g in the complement G =' E - G of G. 

Actually the sixteen variables Sg are not independent, 
and the singularities of the scattering fUnction are not 
confined to the surfaces Imsg = O. Nevertheless, there 
is a set of 216 functions MG (P) that is analogous to the 
set of 216 functions M G

(Sl' ••• ,SIS) defined above. A 
large number of these functions MG(p) satisfy the pri
mary properties to be described next, and the rest sat
isfy a weakened version of these properties. 

The primary properties of the functions MG(p) are as 
follows: 

(1) iV[G(p) is analytic at all real p, except on certain 
Landau singularity surfaces. 

(2) MG(p) is a single analytic function: It continues in
to itself around each Landau singularity surface by some 
infinitesimal detour. 

(3) MG(p) continues into itself around each normal 
threshold singularity surface Sg = ('2;nlj)2 by passing into 
the lower- or upper-half Sg plane according to whether 
g is contained in G or G. Here L nI j is some sum of phy
sical particle masses. 

(4) MG(p) - MGg(P) vanishes if Sg(P) is less than its 
value on the leading g-channel normal threshold. Here 
Gg='GU g, 

(5) M(P) =M0(p) is the physical scattering function, 
which is the connected part of the S matrix, divided by 
(27T)464(2::Pi - 2::Pf)' 
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(6) ME(P)=_Mt(P). This property is Hermitian analy
ticity: The scattering function evaluated below all the 
cuts is minus the Hermitian conjugate scattering 
function. 

It might seem that these properties would be easy to 
satisfy: One might try to define the functions ~ by 
simply continuing the scattering function according to 
the prescribed rule around every normal threshold sin
gularity surface, and continuing it according to any arbi
trary rule around every other singularity surface. This 
procedure does not work. For the way in which the func
tion is continued around a normal threshold singularity 
surface determines the way in which it must be continued 
around any nonnormal threshold singularity surfaces 
that emerge from it. And this determination fixes, in 
turn, the way in which the function must be continued 
around any normal threshold singularity surfaces into 
which this nonnormal threshold singularity surface 
merges. Consequently, it is not evident that a set of 
21S functions ~ (P) satisfying the principal defining prop
erties exists. And given that such a set exists it is not 
clear that these functions can be expressed in terms of 
physical scattering functions alone, as contrasted to 
unphysical boundary values of the analytiC continuations 
of scattering functions. 

A set of functions MG(P) that satisfy the primary de
fining properties is constructed in later sections by first 
constructing two sets of partial solutions, the TG and 
the rG. The 21S functions TG satisfy properties (1), (4), 
(5), and (6), with TG replacing MG, and half of (3); the 
function TG continues into itself around each normal 
threshold singularity Sg= ('2;mj)2 for gE G by passing 
iEto the lower- half Sg plane. Similarly, the 21S functions 
TG satisfy properties (1), (4), (5), and (6), with r E

-
G 

replacing~, and the other half of (3); the function fG 
continues into itself around each normal threshold sin
gularity Sg= (L; nIJ)2 for gE G by passing into the upper
half Sg plane. For 2.? 018 of the 21S = 65536 possible sets 
G the identity TG = T E

-
G holds. For these values of G 

the functions MG are defined by 

MG = TG = r E - G• 

Then the final condition, property (2), is proved. This 
is nontrivial, because each ~ (P) is constructed as a 
sum of functions MH(P) only one of which, Mq,(P) = Mq,(p) 
= M(P), is a single analytic function. 

Each of the component functions MH except M q, = M is 
a unitarity-type sum of products two or more physical 
scattering functions, or their complex conjugates. In a 
field theory framework off- mass- shell extensions of the 
scattering functions are introduced. Thus in that frame
work the functions MH , and hence also the functions 
~, have off-mass-shell extensions. Near the off-mass
shell point PI = ..• = Ps = 0 all of the differences MG (P) 
- MGg(P) vanish, and hence all of the functions MG(P) 
are equaL Thus in this off-mass-shell framework the 
26018 functions MG are all different boundary values of 
the analytically continued scattering function. They are, 
accordingly, called boundary values of the analytically 
continued scattering function, even though no mass-
shell path of continuation that links each function W to 
the physical function M is constructed in the present 
work. 

Joseph Coster and Henry P. Stapp 1289 



                                                                                                                                    

By virtue of property (3) the boundary value MG(p) is 
a boundary value from below the normal threshold cuts 
corresponding to channels gE G and from above the 
normal threshold cuts corresponding to channels g E G. 
For brevity this boundary value MG(p) is called the 
scattering function evaluated below the cuts gE G and 
above the cuts gE Go Similarly, the difference lvfJ _ MGg 

=- 111/ is called the discontinuity across the cut g evalmi.t
ed below the cuts g' E G and above the cuts g' E E - Gg, 
The higher-order multiple discontinuities are defined 
similarly, 

For the remaining 216 - 26018 values of G no functions 
A1G (p) that strictly satisfy all of the primary properties 
have been found, and we believe that none exisL How
ever, it is convenient, for reasons to be discussed later, 
to enlarge the set of 26018 boundary values MG into a 
full set of 216 functions MG by means of generalized 
Steinmann relations, This is discussed next, 

The Steinmann relations can be formulated in terms 
of the notion of overlapping channels, Two channels are 
said to overlap if and only if neither of the two comple
mentary subsets of particles that defines one channel is 
contained in either of the two complementary subsets 
that define the other, The Steinmann relations are equi
valent to the following Steinmann discontinuity property: 
If two channels g and h overlap then the discontinuity 
across the cut g does not depend on whether it is evalu
ated above or below the cut IL The ordinary Steinmann 
relations assert that this property holds for all disconti
nuities formed from the 2282 zone boundary values, with 
the cuts g and II identified as two of the channel- energy 
cuts that separate these zones. The generalized 
Steinmann relations assert that the Steinmann disconti
nuity property holds for all discontinuities MG - ;l,fJg 
=- Mg G formed from the 216 functions ;lIG. 

It is not obvious that there is a set of 216 functions J"vfJ 
that includes the 26018 boundary values MG defined 
above and that also satisfies the generalized Steinmann 
relations. However, there is such a set, and it is uni
que, In this set the remaining functions MG are given 
by J\fJ = TG or MG = 'fE-G according to whether G or G 
contains the direct channel label g= t. This set of 216 

functions MG satisfies the properties (1), (4), (5), and 
(6), and, for each G, half of property (3), The remain
ing half of (3) is disrupted by certain singularities that 
are associated with closed loop diagrams. Thus prop
erty (3) holds for the 216 - 26018 functions lvJG (p) in a 
tree-diagram approximation. 

Property (2) does not hold in general for the 216 

- 26018 functions M G
, Thus these functions cannot, in 

general, be identified as boundary values of the analy
tically continued scattering function, However, the sin
gularities that block the continuation are also associated 
with closed loop diagrams, The situation is therefore 
this: For 26018 values of G there are boundary values 
AfJ (p) of the analytically continued scattering function 
that satisfy all of the primary properties. This set of 
26018 boundary values is uniquely imbedded in a set of 
216 functions :l,fJ(p) that satisfy (1), (4), (5), and (6), to
gether with the generalized Steinmann relations. These 
extra 216 - 26018 functions satisfy the two remaining 
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properties, (2) and (3), in a tree-diagram 
approximation. 

The 216 functions MG(p) are connected in a natural way 
to the 2282 zone boundary values. Each of the 2282 
zones lies below some set G of basic (channel energy) 
cuts, and above the resL Thus each of the 2282 zone 
boundary values corresponds to one of the 216 functions 
lW, and in fact to one of the 26018 boundary values lW. 
It is shown in Ref. 4 that each of the zone boundary val
ues is equal to the corresponding function MG 0 Thus the 
full set of functions 1VfJ is an extension of the set of 
2282 zone boundary values to a set of 216 functions that 
satisfies the generalized Steinmann relationso This ex
tension is unique. 4 Moreover, each of the functions l'Vr 
can be expressed as a linear combination of the 2282 
zone boundary values, 4 These results imply the unique
ness of the set of 216 functions ,~tG (p) insofar as one de
mands both their agreement with the zone boundary val
ues and the validity of the generalized Steinmann 
relations, 

A formula is given in Sec. II that compactly expresses 
in terms of phYSical scattering functions each of the 216 

functions NfJ, and each of the single, double, and multi
ple discontinuities formed from the set of 216 functions 
JVIG(p), The relevance of this formula to Regge theory is 
now discussed> 

Regge behavior in its Simplest form is simply a fall
off property of the scattering amplitude itself in certain 
limits. However, under the impetus of Mueller's work 
the hypotheSis of Regge behavior was extended to cover 
also discontinuities across the basic normal threshold 
cuts, To get Mueller's results, it is sufficient to as
sume merely that the particular discontinuity that oc
curs in the inclusive optical theorem enjoys Regge be
havior. However, it then becomes natural to assume 
that the discontinuities across the other basic cuts also 
enj oy Regge behavior. 

This expanded concept of Regge behavior was explored 
in detail and it was soon recognized that the Steinmann 
relations impose important conditions on the structure 
of the Regge vertices. 5 Ultimately, on the basis of many 
works, Weis6 obtained a general formula for disconti
nuities that consolidates the tenets of Regge theory with 
the conditions imposed by the Steinmann relations. 

A fundamental aspect of the Regge hypothesiS for 
scattering functions is that the stipulated behavior holds 
for the actual scattering function itself, not merely for 
some part of the amplitude, or for some approximation 
to the amplitude. Similarly, the stipulated behavior of 
the discontinuities should hold for the actual disconti
nuities themselves, not merely for parts of the discon
tinuities, or for approximations to the discontinuities. 
Thus the question arises: What are the discontinuities 
to which the Weis formula applies? The problem is that 
this formula refers to discontinuities associated with the 
various normal threshold cuts, but it is not specified 
exactly how the functions on the various sides of the 
normal threshold cuts are to be defined. To the extent 
that the formulas are to be restricted to the disconti
nuities formed from the 2282 zone boundary values de
fined by the channel-energy cuts, the answer is clear> 
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However, the Regge considerations are formulated in 
an S-matrix framework, and there is no indication there 
that the formulas should be limited in this way. 

Within the S- matrix framework it seems natural to 
define the discontinuities in question as the discontinu
ities formed from the 26018 boundary values w(pL 
These boundary values correspond to continuations 
around the normal threshold singularities in the pre
scribed fashions, Moreover, they are part of the unique 
extension of the set of 2282 zone boundary values to a 
set of 216 functions MG(p) satisfying the generalized 
Steinmann relations, In the derivation of the Weis for
mulas there is no restriction to the 2282 zone boundary 
values, and hence the Steinmann relations used there are 
actually the generalized Steinmann relations. Thus the 
boundary values to which these formulas apply must 
evidently satisfy these generalized relations, This re
quirement uniquely determines the functions W(P). 

By the same argument the remaining 216 - 26018 func
tions from which the Weis discontinuities are formed 
must be the remaining functions W(P). These remaining 
functions are not boundary values of the analytically 
continued scattering function. However, they must, as 
linear combinations of the 2282 zone boundary values, 
fall off in the Regge manner, if the zone boundary values 
do. Hence there seems to be no reason to restrict the 
Weis formulas to include only those discontinuities 
formed from the 26018 boundary values, If the remain
ing discontinuities are to be defined at all as differences 
of well-defined functions, then these functions must be 
the l'vF(P). 

It seems therefore reasonable to propose, within the 
general framework of contemporary Regge theory, that 
the discontinuities specified by the Weis formula are 
the discontinuities formed from the 216 functions M G

, 

This hypotheSiS, together with the general discontinuity 
formula discussed earlier, adds substantial new condi
tions to Regge theory, for it allows the detailed Weis 
expressions in terms of Regge parameters to be identi
fied with corresponding expressions in terms of physical 
scattering functions. 

The first application of this hypothesis, which will be 
described in a later work, is the derivation of a unitarity 
type relation for particle-reggeon scattering ampli
tudes, This relation is identical in form to the unitarity 
equation for a two-particle scattering amplitude, except 
that one initial particle is replaced by a reggeon and one 
final particle is replaced by a reggeon. 

The plan of the paper is as follows. In Sec, II the no
tation is introduced and the general formula that defines 
the 216 functions J1.fJ, and the discontinuities formed from 
them, is described. The rule that identifies the 26018 
boundary values J1.fJ is given at the end of that section in 
Eq. (2,25). In Sec, III a preliminary discussion of the 
functions TG and 'fG is given. This discussion is heuris
tic, because it expresses each of the functions rand 
j"J as a formal infinite sum of bubble-diagram functions. 
Three properties of these formal expressions are iden
tified in Sec. N as the defining properties of the func
tions TG and 'fG, and a fundamental analytic property of 
these functions is derived from their defining properties 
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alone. In Sec. V the functions rand 'fG are expressed 
in a well-defined way as sums that, like unitarity sums, 
reduce to finite sums of bubble-diagram fUnctions on 
any finite region in P space. Then it is shown that r 
= fE-G for the 26018 sets G specified by Eq. (2,25). 

In Sec. VI the functions J1.fJ = TG = 'fE-G are shown to 
satisfy the six primary properties, The proof is divided 
into two parts. First a proof is given in a Slightly en
larged theoretical framework in which it is assumed that 
the physical scattering functions, and hence the functions 
W, can be extended infinitesimally off the mass shell. 
Then the analytic continuations that connect the function 
W on different sides of the Landau surfaces can pass 
through slightly off-mass-shell regions. In this off-mass
shell framework the rule for continuing around any sin
gularity surface can be expressed as a function of the 
Landau diagram D that corresponds to the surface, with
out specifying the particular point p on the surface near 
which the continuation takes place. In the second part of 
the proof the maSS-Shell constraints are rigorously 
maintained. In this mass-shell framework the continua
tion depends both on the diagram D and on the point p 
near which the continuation takes place. 

The mass-shell continuation is blocked, however, by 
Singularities lying on a certain well-defined set of ex
ceptional Landau surfaces. The existence of these ex
ceptional Landau surfaces causes no special difficulties 
in S- matrix theory or Regge theory. The point is sim
ply that complex cuts emerge from the unphysical sides 
of the normal threshold cuts. Such cuts have been found 
in numerous other studies. The important conclusion to 
be drawn here is that the simple functions J'vfJ relevant 
to Regge theory are not defined by simple on-mass
shell continuations. 

II. NOTATION AND RESULTS 

A channel g is defined by a separation of the complete 
set of incoming and outgOing particles of a reaction into 
two complementary disjoint subsets J g and Jg , each of 
which has at least two particles, For a 3 - 3 process 
there are twenty-five channels, These are the direct or 
total- energy channel t, the three initial sub energy chan
nels i, the three final subenergy channels j, the nine 
cross-energy channels (iii, and nine other cross-energy 
channels, which will remain unnamed. These channels 
are defined in Fig. 2,10 For definiteness the sets Jg and 
J g are defined so that J g contains at least two final 
particles. 

Throughout this paper the index i stands for 1, 2, or 
3, A line i is a line corresponding to one of the three 
initial particles; the channel i is the corresponding ini
tial subenergy channel specified in Fig. 2.1b, The index 
j always stands for 4, 5, or 6, and is used to label final 
lines, and also the corresponding final sub energy chan
nels, as indicated in Fig. 2,lc. 

HrjJEi;b ~f ;~(if) is:=:E
f 

(0) (b) (c) (d) (e) 

FIG. 2.1. Definition of the channels. 
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Stability conditions preclude the existence of normal 
threshold singularities in the nine channels of type (e) 
of Fig. 2.1, and these channels will henceforth be ig
nored. Thus the complete set E of channel labels g is 
the set of sixteen elements 

Eoo{t 1 '" 6 (14) ... (36)} " " , , . 
An arbitrary line will generally be represented by the 

letter j, The channel invariant Sg is the square of the 
sum of the momentum-energy vectors k j of either one 
of the two sets Jg or Jg : 

The symbol Ej is a sign that is plus or minus according 
to whether j is an f or an i. The real physical momen
tum-energy of particle j is denoted by Pj' 

The set E has 216 different subsets G. For each of 
these G there is a function NIG

, In this section a formula 
is given that expresses each of these 216 functions 1"vP, 
and every single, double, and higher-order multiple 
discontinuity formed from these Ar, in terms of phy
sical scattering functions for other processes. Certain 
properties of these functions lyr are derived in later 
sections, 

The function lYr = i'vr (p) is a function of the set of ~ix 
real on-mass-shell energy-momentum conserving 4-
vectors P = (Pl, .. , ,P6) 0 It is convenient to call these 
functions l'vr by the names that would be appropriate if 
the sixteen channel invariants Sg were independent vari
ables, Thus MG is called the function evaluated below 
all the cuts g in G and above all the cuts g in the com
plement G'OE- G of G, Similarly, the difference 

(2.1) 

is ca!.led the discontinuity across the cut g, And for any 
h in G the difference 

(2.2) 

is called the discontinuity across the cut h evaluated be
low all the cuts g in G and above all the cuts {; not in 
Gil = G U ho The cut g means the cut lying in Imsg ~ 0, 

There are, in addition to single discontinuities, also 
double discontinuities, and higher-order multiple dis
continuities, The double discontinuity across a pair of 
different cuts hand!? is the discontinuity across the cut 
h of the discontinuity across the cut /(: 

iVlhk = (AI - Alk) _ UvIh _ l\JM ) 

(2,3) 

Similarly, the multiple discontinuity across the set of 
cuts H = (h1 , 71 2, 0 , , , hm ), with the hi all different, is the 
discontinuity across hl of the discontinuity across 11 2

0 
• , 

of the discontinuity across lim' It is equal to 

MH = 2: (- l)n(H' l,1IH', (2.4a) 
H'i~H 

where AI ¢ = AI$ = NI and the sum runs over all different 
subsets H' of H, including the empty set 0, and II(H') is 
the number of elements of H'. Similarly, for GI"IH=¢, 
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MHG = ~ (_l)n(H'l;vr H' (2.4b) 
H'CH 

is the multiple discontinuity across the set of cuts H 
evaluated below all the cuts {; in G and above all the cuts 
{; not in GH=GU H, 

Note that the multiple discontinuity MHG is indepen
dent of the order of the elements in H, It is also inde
pendent of the order of the elements of G, These sets 
are regarded as unordered sets. 

The formulas (2. 4a) and (2,4b) can be inverted to give 

ivr = ~ (_ l)n(G'lMG, 
G'CG 

and, for G r I H = 0, 

MHG = "£ (_ l)n(G'lMHG " 
G,ee 

(2.5a) 

(2. 5b) 

Equation (2, 5a) is just a special case of (2. 5b). These 
formulas, which are derived in Appendix B, express 
all 216 functions M G

, and also all the single, double, and 
higher-order multiple discontinuities formed from them, 
evaluated on all possible sides of all the remaining cuts, 
in terms of the various multiple discontinuities M H • 

Our general discontinuity formula is Eq, (2 5), to
gether with explicit formulas for all of the functions 
MH occurring on its right-hand side. Most of these func
tions MH vanish by virtue of the generalized Steinmann 
relations, 

The generalized Steinmann relations assert that the 
discontinuity MIIG across any cut h is independent of 
whether it is evaluated above or below any" crossed cut" 
{;, Two cuts {; and h are said to be crossed if and only 
if the corresponding channels overlap: i. e" if and only 
if each of the four sets J g (, Jh , ~ I, J h , J g I I J,., and Jg I I Jh 

is non empty . This requirement is equivalent to the con
dition that none of the four sets Jg , Jh , J", J,. be a sub
set of any of the others, 

Two different cuts hE E and I? ICc E are crossed if and 
only if one of the following five conditions holds: 

(a) both are initial subenergy cuts i, 

(b) both are final subenergy cuts f, 

(c) both are cross-energy cuts (if), (2.6) 

(d) one is a cross-energy cut (if), and one is the 
total energy cut t, 

(e) one is a cross energy cut (if) and the other is a 
sub energy cut that is neither i nor f. 

It is convenient to speak of {; as either a label, a 
channel, or a cut. Hence a set of {;' s can be called a set 
of labels, a set of channels, or a set of cuts, 

A necessary and sufficient condition for the general
ized Steinmann relation to hold is that 

MH = 0 if H contains any pair of crossed cuts. (2.7) 

It is immediately evident from (2, 5) that this condi
tion is sufficient: (2,7) and (2, 5b) ensure that M/ is in
dependent of the presence in G of any cut g such that {; 
and II are crossed. Conversely, if the MG satisfy the 
generalized Steinmann relations, then (2.7) follows 
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from (2.4a). For if g and h are two crossed cuts in H 
then for every term (_l)"(H')MH' in (2.4a) such that 
neither g nor h is in H' there are three other terms 
with H' replaced by gH', hH', and ghH', respectively, 
and the sum of these four terms will vanish, by virtue 
of the independence of Mh

G upop. whether g is in G. 

The conditions (2.6) entail that every set H of more 
than three cuts contains a pair of crossed cuts. In fact, 
the generalized Steinmann relations are equivalent to 
the following set of conditions: 

MH = 0 for ntH) > 3, 

and 

(2,8a) 

(2.8b) 

(2.8c) 

(2.8e) 

(2.8f) 

where i and if are different elements of the set {1, 2, 3}, 
fandf' are different elements of the set{4, 5, 6}, his 
an arbitrary element of E, and Hh == HU h. 

The conditions (2.8) reduce the number of nonzero 
MH to 68. Moreover, all these are obtained from twelve 
basic forms by inserting particular integers for i and 
f. It is therefore feasible to exhibit explicitly all the 
nonzero M H • 

Because topological connections are of central im
portance it is convenient to represent MH in a diagram
matic notation. 7 The S matrix is represented by a plus 
box: 

s= rrmGrrm . (2.9a) 

The inverse of the S matrix (or st) is represented by a 
minus box: 

S-l = st = nnn(=:Jmm 
Thus unitarity says that 

and 

(2.9b) 

(2.9c) 

where the I-box represents the identity operator 0 The 
shaded strips represent arbitrary sets of lines, and 
there is an implied unitarity-type sum over all (mass
shell) values of all possible sets of intermediate-par
ticle variables. 8 

The connected part of S is represented by a plus 
bubble: 

= 
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(2. ge) 

and the connected part of st = S-l is represented by 
minus the minus bubble: 

=- O. (2.9f) 

[The notation differs from that of Ref. 7 by the extra 
minus sign in Eq. (2.9f), which is introduced to make 
the minus bubble represent the continuation of the scat
tering function to below all the cuts, Also, in the present 
work the diagram are to be read from left to right, with 
initial lines coming first. Sums of diagrams represent 
the corresponding sums of functions.] 

The cluster decomposition of the S matrix reads, in 
various special cases that are needed below, 

(2.9g) 

± mrn@= + 
(2.9h) 

! L.~ + ::[Dnr 
i I 

(2. 9i) 

where ± is plus or minus throughout each equation. Two 
frequently used identities are 

=@mn[Dm + - = =0n (2.9k) 

and 

~ - + 0. (2.91) 

They follow immediately from unitarity and (2. 9g) and 
(2.9h), respectively, together with the property of the 
I-box, 9 

where the X box represents any combination of boxes 
and bubbles. Another frequently used symbol is defined 
by 

(2.9n) 

This equation combined with (2. 9g) and (2,9h) gives 

~ (2.90) 

and 

rnn(!}= = rrn{D= . (2.9p) 

These two equations will be used later. 

The function M ~ == M~ == M is the connected part of the 
phYSical scattering amplitude: 
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1=8=4 = 2 + 5. 
3 6 

(2.10) 

The sixteen single discontinuities Mg are 

M. 
I 

(2.11a) 

(2.11b) 

M(if)=i~f (2. 11 c) 

and 

Mt=~. (2.11d) 

It is convenient to introduce special symbols to re
present the sum of terms of S (or of st) that have special 
connectedness properties. The symbol defined by 

i~=i~ i~ 
(2. 12a) 

can be shown10 to represent the sum of the terms of S 
(or Sf) in which the initial line i is connected to some 
nontrivial bubble (a trivial bubble is a bubble that is 
connected to only two lines. It is usually represented by 
a dot); L e., it represents the sum of terms in which 
the line i does not go straight through. Similarly, the 
symbol 

rrmr+?t- f ~_ f 
~=~ ~ 

(2. 12b) 

represents the sum of terms of S (or st) in Which the 
final line f does not go straight through. Finally, the 
symbol 

i~f 

_;~"""'~ 

. mrrr:;:rr- f 
I --L::.:::JImI 

=i~f_i~f 

(2. 12c) 

(2. 12d) 

represents the sum of terms of S (or st) in Which neither 
i nor f go straight through. Two frequently used identi-
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ties, which follow from (2. 12a, b) and (2. 9c, d, m), are 

~ ifi 
(2. 12e) . +-

I 

and 

~f - + ± _~f 
(2. 12f) 

In terms of these symbols the nonvanishing Mgh are 
given by 

Mif=~ 

Mi'=~ 

=-i~ 

~f 

Mi{if)=.~ 
1 

=-i~ 

M(if)f=i~ 

= 
~----f 

~ 
The nonvanishing functions Mg/tk are 

=-i~ 

and 

M;(;!)! ~ i + - + 

Joseph Coster and Henry P. Stapp 

(2. 13a) 

(2. 13b) 

(2. 13c) 

(2. 13d) 

(2. 13e) 

(2. 14a) 

(2. 14b) 
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:-~ i + - . 

The first form given for each of these functions M H , 

although longer than the succeeding ones, exhibits a 
systematic rule: There is a minus box for each h in H, 
and these minus boxes occur between the parts of plus 
boxes that contain nontrivial bubbles on which the appro
priate external lines terminate. 

To show how these formulas work we calculate M{ifP 

which is the discontinuity across the cut (ij) evaluated 
below the cutj, but above all the other cuts. Using in 
order equations (2.5), (2.11c), (2. 12a), (2. 13e), 
(2. 12a), (2.9m), and (2.91), one obtains 

Mf(if) =M(if) - M(if)f 

=~ +~ 

+ 
f 

~ 
-~ 

(2. 15a) 

In a similar way one obtains 

(2. 15b) 

These formulas (2.15) yield the inclusive optical the
orem for the three-to-three case. 

The formula (2. 5a) expresses the 216 functions MG as 
the function M ¢ = M¢ = M, which is the function evaluat
ed above all the cuts, plus the sum of discontinuities 
that shift the point of evaluation, to below the set of cuts 
G. There is an equivalent formula that expresses W as 
the function M'" - Mt, which is the function evaluated be
low all the cuts, plus the sum of discontinuities that 
moves the point of evaluation to above the complemen
tary set of cuts G '" E - G. 

To exhibit these other formulas we introduce for any 
function F formed from boxes and bubbles the notation 

(2. 16a) 

where dagger represents Hermitian conjugate. In par
ticular, for any function F represented by a single dia
gram one has 
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(2. 16b) 

where Nb is the number of explicitly appearing bubbles 
in the diagram, and F( + - - ) is the function represent
ed by the diagram obtained from the one representing 
F by reversing the sign inside each bubble, box, and 
modified box [such as occurs in (2. 12) and (2. 9n) 1. 

The functions W all satisfy the important property 
[see (5. 58) 1 

W=MG
, 

But application of F -F and G - G to (2. 5a) gives 

W =MG = '£ (_l)n(G')MG,. (2. 18a) 
G'CrJ 

Since the sums in (2. 5a) and (2. 18a) are over comple
mentary sets, one of these formulas for MG may have 
fewer terms than the other. 

Similarly, the application of F - F and G - G to (2. 5b) 
gives, for G n H = cP, 

(2. 18b) 

These functions MH rJ satisfy [see (2. 4b) 1 

MHG = ~ (_l)n(H')1f1GH' 
H'CH 

= E (_l)n(H-H")MG(H-H-) 
HHCH 

= (_ l)n(H) .0 (_l)n(H")M(G-i1)7T" 
H"CH 

= (_ l)n(H) ~-H, (2.19) 

or, equivalently, for Gn H=CP 

MHG = (- l)n(H)MH
GH • (2.20) 

The function MHG (for Hn G = cp) is the multiple dis
continuity across the set of cuts H evaluated above the 
set of cuts gE G and below the set of cuts gE G - H. The 
extra factor (- l)n(H) in (2. 19) and (2.20) reflects the 
fact that the multiple discontinuities ,W H r: are calculated 
by the rule "function below the cut minus function above 
the cut." The sets of cuts referred to in (2.19) are 
shown in Fig. 2.2, 

As an example of these alternative formulas note that 
the discontinuity across the (ij) cut evaluated below all 
other cuts is given by (2.20), (2.16), and (2. llc) as 

M (if)- M- - - + ~
f 

(if)-- (if) - i ~ . (2.21) 

This same discontinuity is given by (2.5), (2.8), and 
the definitions (2. llc), (2. 13d), (2.13e), and (2. 14b), 
as 

G-H ( 

H ( 

G ( 

FIG. 2.2. The function MHG represents 
the multiple discontinuity across the 
set of cuts H (calculated by the rule 
below minus ab2ve) evaluated above 
the set of cuts G, and below the set 
of cuts G-H. 
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_~f 
- i - + 

~
f 

+ -
+ i + 

f 

+i~ 

+i~· (2.22) 

Introducing the definitions (2.12), and the identity prop
erty (2. 9m) of the I-box, one obtains 

+~_ f . + 
1 

~~Tf 
- ;~+J= 1---"""'---

f ~ +~-~ i - + . + 
1 

f 

+~ 
1 (2.23) 

which, by virtue of the unitarity equation (2. 9d) and the 
identities (2. 9k, 1, m), becomes 

Mfil)=~-f 
(if) :~_;= 

1 

which agrees with (2.21). 

(2.24) 

These results, together with several other single dis
continuities that can be derived in similar ways are 
summarized in Fig. 2.3. Other valid formulas follow 
from these by a reflection about a vertical axis together 
with the substitution i - /. Still others follow from the 
uniform substitution + - - for all signs ug and all signs 
inside bubbles, boxes, and modified boxes. The ± sign 
standing outside the bubble on the left-hand side is not 
to be changed: It Signifies that the discontinuity on the 
left-hand side is defined to be the function above the cut 
minus the function below the cut. That is, it is the dif
ference M(ag = +) - M(ug = - ). 

The formulas described above define the 216 functions 
M G

, and all the discontinuities formed from them. In 
the following sections it will be shown that 26018 of 
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these functions have nice analyticity properties, and, in 
particular, continue in a well-defined way around each 
real p singularity surface. The 26018 functions W that 
have this property can be identified in the following way: 
For any set G let the set of signs 7)g be defined by the 
condition that 7)g is plus if g lies in G and minus if g 
lies in G. Then W is one of the 26018 boundary values 
if and only if there is no pair (i,/J such that the follow
ing conditions are all satisfied: 

7)( if) = 7)t = - 7)i = - 7)f· 

III. HEURISTICS 

The properties of the functions MG will be derived in 
Sec. VI from the properties of a similar set of functions 
rc. These functions TG are heUristically defined in this 
section as formal infinite sums of bubble diagram func
tions. Three properties of the functions TG will be iden
tified in Sec. IV as their defining properties, and finite 
expressions for them will be obtained in Sec. V. 

If one introduces the definition 

R=S-I 

then unitarity takes the form 

R=_Rt_RtR. 

Iteration gives, formally, 
~ 

R=L;(- Rt)". 
"=1 

(3.1) 

(3.2) 

This is an infinite series expansion for R in terms of 
Rt. 

~~----f' 
~±=~ if OJ=CTf =+ 

_~f - . + 
I 

if OJ=-Of=-

+ 

is=~-2:~ 
f: CTf=-~if)=-

-L~ 
f:CTf = -CT(if) = + 

-L~ 
f: CTf = O'"(if):-

± 

¢==[c0~~0+ Flf0f~~] 
[~.-~~]e[ae= -I~J 

I • (Tj - f: "t ~ -

FIG. 2.3. The single discontinuity formulas. 
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The connected part of (3.2) can be expressed in the 
formll 

Rc=Sc=M=~p-B-=T. (3.3) 
B-

Here, as throughout this paper, the symbol B- repre
sents a bubble diagram every bubble b of which is a 
(nontrivial) minus bubble. The sum in (3.3) is over all 
bubble diagrams B- with the appropriate external lines, 
and p3- is the bubble diagram function corresponding to 
the bubble diagram B-. A typical bubble diagram B- is 

B-=~~~ (3.4) 

and the corresponding function p-B- is the product of the 
four indicated functions M = - SJ, integrated over the 
physical values of the variables associated with the six 
sets of intermediate lines. Further details can be found 
in Ref, 11. 

By definition a bubble diagram B is required to have 
its bubbles partially ordered by the condition that every 
line that connects two bubbles of B runs from the right
hand side of one bubble to the left-hand side of another 
bubble that stands completely to the right of the bubble 
from which the line came, This means that all lines can 
be drawn as directed lines that point from left to right. 
A diagram such as the one in Fig. 3.1 is not a bubble 
diagramo 

Consider an arbitrary channel f{. It is defined by a 
separation of the set (1, 0 •• , 6) into two complementary 
disjoint sets J" and:1". The set 8- of all B- (with initial 
lines 1, 2, 3 and final lines 4, 5,6) can be separated into 
two sets 8" and 8" by the following rule: B- belongs to 
8" or 8" according to whether B- has or does not have 
an explicit g-channel cut set. 

Dejinitjon: An explicit g-channel cut set oj B is a set 
of internal lines of B which if cut separates B into two 
connected bubble diagrams B(J,,) and B(J,,), where B(Jg ) 

contains all the external lines j EO J g , and B(Jg ) contains 
all the external lines j EO:1". Moreover, each line L j of 
the cut set must be directed from B(:1,,) to B(Jg ). 

Thus, for example, the diagram B- of (3.4) belongs 
to 8 g for g= 1, 4, and t, and to 8" for all other g in Eo 

This decomposition of 8- induces a corresponding 
decomposition 

(3.5a) 

of the inifinite series expansion T of M given in (3.3), 
Here 

and 

TK= ~ FB -, 

B-E08 g 

(3.5b) 

(3.5c) 

For each channel g one can make this decomposition 
T= Tg + Tg. Moreover, for any sum F of bubble diagram 
functions r one can use (3.3) to give an expansion of 
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F in terms of bubble diagram functions r -, and then 
use the same procedure to define a separation of F into 
two parts, 

(3.6) 

where F" corresponds to a sum of B- each of which has 
an expliCit f{-channel cut set, and P corresponds to a 
sum of B- none of which has an explicit g- channel cut 
set. In particular, one can write 

(3.7) 

and 

(3.8) 

These definitions entail that T gh = T hg: Both symbols 
represent the sum of r- over those B- that have both 
an explicit g-channel cut set and explicit h-channel cut 
set. In a similar way one can define Tghk , Tghkm , etc., 
all of which are independent of the order of their sub
scripts. From this symmetry property it follows that 
all of the various functions T H G with both upper and low
er indices are independent of the order of their indices. 
For example, (3,7) gives 

Thg = Th - Thg 

while (3.6) gives 

TKh = (T- Tg)h= T h - T"h' 

so that Thg = TKh• 

(3. ga) 

An expansion formally similar to (2.5) follows direct
ly from (3.6). For example, 

TKh = (T- Tg)h= Th _ T/ 

=T-Th-Tg+T"h' 

More generally, one finds 

TG = 6 (-1)"(H)TH• 
HCG 

(3.10) 

(3.11a) 

The functions fG and TH defined by TG =_ (TG)t and 
T H = - (T H)t satisfy 

f'G=.0 (-1)"(H)TH• 
HCG 

IV. ANALYTIC PROPERTIES OF TG AND fG 
A. The structure theorem 

(3.11b) 

The proofs of analytic properties will be based on a 
theorem that specifies the analytic properties of an ar
bitrary bUbble-diagram function r. This theorem has 
been described in detail in Ref, 12. A resume of its 
main content is given here. 

The main assumption of the theorem is a set of phy
sical-region analyticity properties called the normal 
analytic structure. This analytic structure is equivalent 
to the S-matrix macrocausality condition. 13 It is also a 

FIG. 3.1. A diagram that is 
not a bubble diagram. 
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formal property of the perturbation theory expression 
for any scattering function. Roughly it is the property 
that the singularities of the physical scattering function 
are confined to positive- a Landau surfaces, and that in 
some real neighborhood of almost any point P on any 
one of these surfaces the physical scattering function 
is the limit of an analytic function from directions lying 
in a certain cone. The rules specifying these directions 
are called the plus iE rules. 

The Landau surfaces are surfaces associated with 
diagrams called Landau diagrams. A Landau diagram 
is a topological diagram consisting of a set of directed 
line segments L j and a set of point vertices Vr • The 
topological structure of the diagram is specified by a 
set of structure coefficients Ejr defined as follows: 

~ + 1 if L j terminates at Vr 

EjT =)- 1 if L j originates at Vr 

t 0 otherwise, 

The lines of the diagram are classified as incoming, 
outgoing, or internal according to the rule: 

j
incoming if Ejr ? ° for all r 

L j is outgoing if Ejr ~ ° for all r 

internal otherwise. 

The incoming and outgoing lines are collectively called 
external lines. 

Each internal and external line L j of a Landau diagram 
D is associated with a physical particle (of positive 
mass mj > 0), and with a momentum-energy 4-vector 
P jo Each internal line L j is associated also with a sca
lar parameter aj. The Landau equations corresponding 
to D are the mass-shell constraints 

p/_m j
2 =0 (allj), 

the conservation-law constraints 

£PjE jr = ° (all r), 

the Landau loop equations 

~ ajpjTljl =0 (alll E L), 
JEInt 

and the nontriviality condition 

L a/-1=0. 
jc::: Int 

(4.2a) 

(4,2d) 

The set Int is the set of indices that label the internal 
lines of D, L is the set of indices that label the closed 
loops that can be constructed on the internal lines of 
D, and Tljl is the number of times loop I passes along 
line L j in the positive direction minus the number of 
times loop I passes along line L j in the negative direc
tion. (It is sufficient to consider a set of linearly inde
pendent loops; then the Tlil can be restricted to ± 1, and 
zero. ) 

Let P represent the set of momentum-energy vectors 
Pi corresponding to the external lines of D. Then the 
complex Landau surface L(D) is the set of complex 
points P such that for some choice of the complex P j and 
a j associated with the internal lines L j of D the Landau 
equations corresponding to D can all be satisfied. 
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To describe the real Landau surface corresponding 
to D let a sign aj be introduced for each internal line 
L j of D. The set of signs aj is denoted by a. Then the 
real Landau surface L(DO) is the set of points p that 
satisfy the above Landau equations and also the 
conditions 

Impj = 0, all j, (4.2e) 

Imaj = 0, all j E Int, (4.2f) 

p/>O, all j, (4.2g) 

and 

ajaj > 0, all j E Int. (4.2h) 

Equations (4.2a) through (4. 2h) are called the Landau 
equations corresponding to DO. 

The sign a j is allowed to be ±, in which case the cor
responding equation (4. 2h) is eliminated from the equa
tions that define L(DO). 

The symbol D+ represents a DO with all aj = +. The 
corresponding Landau surface L(D+) is called a positive
a Landau surface. The union of all L(D+) is called L +. 

The Landau equations corresponding to D+ have a sim
ple physical interpretation. 14,15 The significance of the 
mass-shell and conservation-law constraints is obvious. 
The significance of the Landau loop equations is this: 
they ensure that the "displacement" vectors 

(4.3) 

fit together to form a geometric diagram in a four
dimensional space. This geometric diagram has the 
topological structure specified by D+, and it can be in
terpreted as a space-time diagram representing a 
possible classical multiple- scattering process in which 
point particles scatter at point vertices. The conditions 
(4. 2e) through (4. 2h) ensure that positive energy is 
carried forward in time on each leg of this multiple
scattering process. The parameter a j is the proper 
time associated with L j , divided by the mass mj' This 
geometrical interpretation of the solutions of the posi
tive- a Landau equations makes it clear that L(D+) can 
be nonempty only if the vertices of D+ can be partially 
ordered by the condition that each internal line L j of 
D+ point from left to right. 

These space-time diagrams are called space-timl? 
rep res eutations of DO. F or every solution of the Landau 
equations corresponding to DO there is an associated 
space-time representation of DO. The vectors from an 
arbitrary origin to the vertices Vr of the space-time 
representation are denoted by W r • The line L; is repre
sented by the four- vector 

~i ='LEirWr' 
r 

(4.4) 

One of the conclusions of the structure theorem is an 
iE rule of continuation for bubble diagram functions. 
This rule is a simple generalization of the plus iE rule, 
and it is most easily described by first describing the 
plus i E rule itself. 

Let W = (Wl, ••• , wm) represent the set of Wr corre
sponding to a space-time representation of some DO. 
Let D+ be some positive- a diagram, and let p be some 
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point on L(D+) 0 Let n(D+, p) be the union of all W that 
correspond to space-time representations of D+ having 
external lines specified by the set of (external) vari
ables p. Let n+(p) be the union of the sets n(D+,p) over 
all positive- a diagrams. 

The plus if. rules can be stated in terms of a cone 
C+(P) that is closely related to n+(p). Let q '" (ql, q2, 0 • 0, 

qa) represent the imaginary part of the complexification 
of p '" (Pl' P2' 00 • ,PaL Then 

C+(P) '" {q : - ~ f.jrqj· Wr > ° for all WE n+(p)}. (4,5a) 
JEExt 
rEVer 

Here Ext is the set of indices j that label the compo
nents p j of P = (Pl, . 0 • ,Pa), and Ver is the set of indices 
r of the components Wr of w. By virtue of the Landau 
equations the cone C+(P) can be written in the alterna
tive formla 

C+(P) = {q: ~ qj' Aj(W) > ° for all WE n+(p)} , 
JEInt 

(4.5b) 

where Aj(w) is defined by (4.4), Int'is the set of indices 
labelling internal lines of the diagram specified by w, 
and the q j for j E Int are any set of 4-vectors that satisfy 
for every r the momentum-energy conservation law 
constraints 'j,qjf.jr = 0, where the external qj are fixed 
by q. 

The plus if. rule says this: Let P be any point offYI , 
which is the real mass shell restricted by momentum
energy conservation, Let C(P) be any cone that is closed 
apart from its miSSing apex q = 0, and that is contained 
in C+(p') for all points p' in some real neighborhood of 
p. Let/YI c be the complex mass shell, restricted by 
momentum- energy conservation, and suppose the inter
section offYI c with {q E C(P)} has p on its boundary 0 Then 
p has a real neighborhood IV (P) C R4n such that the phy
sical scattering function inlV(p) II/h is the boundary val
ue (in a distribution sense) of a function that is analytic15 

in the set 

where NC lR4n is some neighborhood of q = 0. (R4n is the 
real 4n-dimensional space, and n is the number of par
ticles, which is six in the case under consideration.) 
This statement of the if. rule will be used presently. 

The first main conclusion of the structure theorem17 

is this*: 

(1) Let B be any bubble diagram, and let P (P) be the 
corresponding bubble diagram function, Then P (P) is 
analytic at all real (mass-shell) points p not lying on 

L(B) '" U L(If), (4.6) 
DOCB 

where DO is contained in B (i. e" If C B) if and only if 
DO can be constructed by replacing each plus bubble b 

*The contraction condition occurring in the statement of the 
theorem given in Ref. 17 is here replaced by the rule that 
condition (4. 2h) is relaxed for lines L j that are explicit lines 
of B itself. This new version is slightly stronger than the 
original verSion, but follows from essentially the same 
argument. 
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of B by either a point vertex Vb or a connected positive
a Landau diagram D; such that L(D;) *" rp, and by re
placing each minus bubble b of B by either a point ver
tex Vb or a connected negative- a Landau diagram Di, 
such that L(Di,) *" rp. The initial and final lines of bare 
to match the incoming and outgoing lines of Db' Thus 
each line L j of DO C B is either an internal line of a D~ 
or Db, in which case it carries the sign Uj = + or uj = - , 
respectively, or it is a line L j of the original bubble 
diagram B. In this latter case this line is aSSigned the 
sign uj = ±, which means that the corresponding param
eter aj can be positive, negative, or zero. These lines 
of B itself are sometimes called explicit lines. 

An example of a DO C B is given by 

(4.7a) 

and 

(4.7b) 

The internal lines of each D; and Db are drawn so as to 
lie inside the corresponding bubble b. 

The set n(If,p) is defined, in analogy to n(D+,p), as 
the set of all W that correspond to space-time repre
sentations of DO that correspond to solutions at p of the 
Landau equations corresponding to DO. And nB(p) is de
fined in analogy to n+(p) as 

nB(p) '" U n(DO,p). (4.8) 
DOCB 

Finally, CB (P) is defined, in analogy to C+(P), as 

CB(P)",{q:_ ~ f.jrqj·wr>O forallWinnB(p)} (4.9a) 
JEExt 
rEVer 

={ q: L qj' Aj(W) > ° for all W in nB(p)}. (4.9b) 
JEInt 

The second main consequence of the structure theorem 
is this: 

(a) The functions pB(P) satisfy an if. rule that is the 
same as the plus if. rule described above, except that 
CB(P) replaces C+(P). 

If CB (P) is empty then the if. rule is devoid of content: 
No assertion about analyticity properties of pB at p is 
made. 

An important case where CB(P) is empty is the case 
in which p lies on L(D+(B», where D+(B) is the positive
a diagram obtained by contracting all the bubbles of B 
to point vertices, For example, if 
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B = ~~4 _ 5 
:3 6 (4. lOa) 

then 

To see that CB(P} is empty in this case note that if p 
lies on L{D+{B}), then it also lies on L{D-{B}), because 
the Landau equations are invariant under the transforma
tion Ci j - - Cij, (fj - - (J j. But the change Cij - - Cij re
verses all vectors A j , j E Int. But then the CB (p) defined 
in (4. 9b) is empty, since both D+{B) C Band D-{B) C B. 
Thus no analyticity properties are asserted for p8 at 
p onL{D+{B). 

It is in fact well known18 that FB is identically zero 
on one side of the surface L{D+(B)), but not (in general) 
on the other. 

The example just given illustrates a simple way in 
which the analytic continuation of a sum F of bubble dia
gram functions can be blocked: For some Landau dia
gram D" the function F has a Landau singularity surface 
corresponding to both D" and D-", where D-" is D" with 
all the signs (Jj reversed. The if. rules associated with 
D-" are opposite to those associated with D", and hence 
the structure theorem provides no way to continue the 
sum F past the surface L(D") = L{D-"). 

This situation in which a function can have singularity 
surfaces associated with both a diagram D" and also the 
associated diagram D-" is the canonical situation in 
which continuation is blocked. However, for a full proof 
that continuation is never blocked one must also rule 
out the possibility that surfaces corresponding to topo
logically different diagrams conspire to block the con
tinuation. This will be done in Sec. VL 

The proofs of Sec. VI depend on certain analyticity 
properties of the functions TG and TG. These properties 
are derived in subsection D by combining the results de
scribed in this subsection with the properties of the 
functions TG and TG described in the next subsection, 

B. Properties of the TG and fG 
In this subsection three properties of the functions 

TG are described. These properties are satisfied by the 
formal expressions for these functions given in Sec, III, 
and can be considered to be the defining properties of 
these functions as will be discussed in the next subsec
tion. The analytiC properties of the functions TG and 
F that are derived in Sec. N. D follow from these prop
erties alone, and hence apply, in particular, to the 
well-defined expressions for these functions given in 
Sec. V. 

The three properties of the TG are now described. 

Prop erty 1: Each TG can be written in the form 

1300 

ro = z=, (- l}n(H) T H 

HCG 
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(4.11a) 

where the T H are a set of 216 functions that can be writ
ten in the form 

T H = 6 FB 
BEBH 

(4.11b) 

where every B in B H has an explicit h- channel cut set 
for every h in H. [These cut sets are defined above 
(3.5). ] Property 1 follows, for the infinite series ex
pressions, from (3. lla). 

Property 2: Each TG can be converted solely by 
means of the unitarity and cluster decomposition prop
erties of S from the form given in (4.11) to the form 

(4.12) 

where no D"cB G has a positive-Ci g-channel cut set for 
any g in C. Here the following definitions are used: 

Definition: A positive- ci g- channel cut set of DO is a 
set of internal lines of DO such that DO is separated by 
the cutting precisely once of every line of this set into 
two connected diagrams V"(Jg) and D"(Jg} such that 
D"(Jg } contains all the external lin~s j E Jg and D"(Jg ) 

contains all the external lines j E Jg • Moreover, each 
line L j of the cut set must be directed from D"(~) to 
D"(Jg} and have a sign (fj = + or ±, 

Definition: A DO c B is a DO such that for some B the 
conditions D" C E E B hold, 

Remarl?: For any collection B of diagrams E- having 
only minus bubbles the statement no U cB has a posi
tive- ci g- channel cut set is equivalent to the statement 
no DO cjj has an explicit g-channel cut set. This is be
cause only explicit lines of E- can belong to a positive
ci g-channel cut seL Thus Property 2 follows from the 
meaning given in (3. 5) and (3.6) of superscripts. 

Property 3: 

T¢ = T¢ = T=M. (4.13) 

ReJnark: In equations such as (4. 11a) and (4 12) in
volving sums of functions pB over sets ,E E f; it is to be 
understood that the diagrams B of B can eventually have 
signs or other numerical coefficients, and that the func
tions FB inherit these coefficients. 

The functions TG and T H are defined, in accordance 
with (2.16), by 

(4. 14a) 

and 

= z=,_ p8 (4,14b) 
BEBH 

whereBG andBH are obtained fromB G andL:i H by the 
mapping 
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0 ~ - 0 
m()m - - mn0rr 

rrnrGJmn - rrm(Jrr 

rrm(Jrm - mrrrEJrnrr (4. 14c) 

followed by an overall sign change. The last two map
pings in (4. 14c) apply also to the special boxes defined 
by (2. 9n), (2. 12a), (2. 12b), and (2. 12c). 

Negative-a g-channel cut sets are defined in the same 
way as positive-a g-channel cut sets [see (4.12)] ex
cept that "positive- a" is replaced by "negative- a, " and 
aj = + or ± i~ replaced by aj = - or ±. It is thus clear 
that no DecBG has a negative-a g-channel cut set for 
any g in G. 

C. Uniqueness of the TG 

In Sec. V a set of 217 well-defined functions TG and 
T H satisfying properties (1), (2), and (3) is constructed. 
The question of uniqueness arises: Can there be two 
different sets of 217 functions rand T H satisfying these 
three properties? 

In this section it is shown that the functions TG and 
TH are unique in the following sense: Let TG and TH be 
members of any set of 217 functions that satisfy prop
erties (1), (2), and (3). Let T_G and TH be the infinite 
series expressions obtained by introducing for each plus 
bubble of the expressions (4.12) and (4.11b) for TG and 
T H, respectively, the expansion (3.3), and then com
bining together the different terms that are multiples 
of each of the distinct possible minus-bubble diagram 
functions F B

-. Then T_G and T"H are precisely the infinite 
sums that were represented in Sec. III by the symbols 
TG

, T H' This result justifies the use of the same sym
bols TG and T H to represent, on the one hand, the infi
nite series expressions defined in Sec. III, and, on the 
other hand, the finite expressions that are obtained in 
Sec. V. 

For a complete proof of uniqueness one should, strict 
ly speaking, show that two different well-defined ex
pressions in terms of bubble-diagram functions that 
have the same expression in terms of minus bubble dia
gram functions are in fact equal. This can probably be 
done. However, it is not necessary for our purposes. 
All that we need is some set of well-defined functions 
that satisfy the properties (1), (2), and (3), and these 
functions will be taken to be the functions defined in 
Sec. V. We doubt that others exist, but the uniqueness 
of the tvr is based in any case on the generalized 
Steinmann relations. 

Because uniqueness is not really essential to our 
argument the proof of it will be simply sketched, rather 
than presented in full detail. 

If the infinite series expansion (3.3) obtained from 
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unitarity and the cluster decomposition is introduced 
back into the unitarity equation one finds that it is iden-
tically satisfied; i. e., if (3.3) is introduced into sst - I 
= 0, then one obtains the result 

J] pB-=O (4.15) 
B-EB~ 

where B ~ is empty. This means that if any function 

F= J] pB (4. 16a) 
BEBF 

is converted by means of (3.3) to an infinite series 

F= L; pB-, 
B-EB-F (4. 16b) 

then B-F is invariant under a change in form of F gen
erated by the application of unitarity; i. e., if F and F' 
are equal by virtue of unitarity and the cluster decom
position of S, then 

(4. 16c) 

This is true because (4.15) implies that any identity 
among bubble diagram functions that follows from uni
tarity and cluster properties is identically satisfied 
when all the components are expanded in terms of pB
functions; i. e., unitarity acts as the identity in the 
minus-bubble representation. 

Let TG and T H be members of a set of 217 functions 
that satisfy (1), (2), and (3). The formula (4. Ha) for 
r entails (see Appendix B) that the functions THG de
fined for G n H= 1> by 

THG = 6 (- l)"(G')THG , 
G'CG 

satisfy 

TH
G= J] (_l)"(H')TGH ' 

H'CH 

and also 

K',KH 

K'UK·=K 
K'nK"= .. 

TGK ' HKN 

(4. 17a) 

(4. 17b) 

(4. 17c) 

where in (4. 17c) the sum is over all nonintersecting 
sets K' and K" whose union is any fixed set K that does 
not intersect GU H. 

A special case of (4. 17c) is 

(4.18) 

This gives TG as a sum over terms of the form Ttl. 
Equations (4. 17a) and (4. 17b) give 

Til = 6 (- l)"(G')TKG , (4. 19a) 
G'CK 

and 

Til = L _ (- l)"(H')TKH '. (4. 19b) 
H'CK 

The equality of the right-hand sides of (4. 19a) and 
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(4, 19b) follows from (4. lla) alone: It is identically sat
isfied if (4.11a) is introduced into (4, 19b), According to 
Property (2) the equality of the expressions (4. 11) and 
(4,12) for TG follows just from unitarity and the cluster 
decomposition of S, Thus, according to (4, 16c), Eq. 
(4. 11a) with yo and TH replaced by T_G and T'H, respec
tively, is identically satisfied: Both sides have the same 
minus-bubble representation. But then the replace
ments of the yo and TH on the right-hand sides of 
(4. 19b) and (40 19a) by T_G and Til, respectively, must 
yield the same answer: Both procedures must give the 
same formal expression 

Til == .6 FB
-, 

B-cB[{_K 

where BK..K is some well-defined set of B- o 

(4,20) 

Let B-G be the set of B- obtained by the expansion of 
the BcB G in terms of B-'so And letBiI be the set of B
obtained from the series expansion of BH in terms of 
B-'s. The characteristic properties of B G and BH are 
not destroyed by the series expansion. That is, no DO 
cB-G can contain a positive- a g-channel cut set for any 
gin G, and every BcBiI contains an explicit h-channel 
cut set for every h in H, Moreover, the condition that 
no DO c B _G contains a positive- a g- channel cut set is 
equivalent to the condition no Be B _G contains an expli
cit g-channel cut set, since all lines L j of any B- with 
aj == + or ± are explicit lines of B-. Thus, by virtue of 
(4.19), BK-K contains a B- only if B- has no explicit g
channel cut set for any g in K, and has an explicit h
channel cut set for every It in Ko But then any given B
can be contained in one and only of the sets B K..K, name
ly the one such that K is the set of all g such that B- con-
tains an explicit g-channel cut set, 

Each B- must in fact be contained exactly once (with 
coefficient plus one) in the union of all BK-K 

0 This fol
lows from (3,3), (4,13), and (4.18) for the special case 
G == cpo Thus each BK-K is, by virtue of (4,11)-(4.13), 
exactly the set of all B- such that B- contains an explicit 
g-channel cut set for every g in K, and contains no ex
plicit g-channel cut set for any g in Ko That is, each 
BK-K is uniquely defined by the conditions (40 1l)~(4.13). 
Thus, by virtue of (4,18) and (4020), every T_G is also 
uniquely defined by the defining properties (1), (2), and 
(3) of r. The Til are uniquely defined by (4.20) and 

(4,21) 

D. Analytic properties of TG and fG 
For any f{ in G consider the Landau surface L(D;) 

== L(D;) corresponding to the pair (D;, D;) of g-channel 
normal-threshold diagrams, (See Fig, 4, L) The dia
gram D; has a positive- a f{- channel cut set, Hence 
property (4012) implies that no D; satisfies D;cBG 

0 If 
only normal threshold diagrams need to be considered, 
then the generalized if. rule stated below (4.9) says 
that the function yG continues into itself around L(D;) 
== L(D;) by the rule associated with the negative- a dia
gram D;, This rule is the minus if. rule, which pre
scribes a detour into the lower-half Sg plane, 

This argument extends immediately to a large class 
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of singularities: Property (4.12) excludes from TG all 
singularities associated with diagrams DO that can be 
contracted to any positive- a diagram D;, for any f{ in 
Go 

By a similar argument rG can have no singularities 
associated with diagrams that can be contracted to any 
D; for any gin G, If TG == fE-G, then this function has no 
singularities associated with any diagram DO having a 
posiqve- a g-channel cut set for any f{ in G, or having 
a negative- a g- channel cut set for any g in E- G, 

This property is the basis of the proof in Sec, VI of 
the analyticity properties of the 26 018 boundary values 
}vi'. Before giving that proof we shall, in the following 
section, construct finite representations for the func
tions TG and f'G, and show that TG == f'E-G for the values 
of G defined by (2, 25L 

V. CONSTRUCTION OF THE TG 

In this section a set of functions TG is exhibited that 
satisfies the three properties listed in Sec, IV, The 
procedure is to make an ansatz for the functions T H' 

and then to show that these three properties hold, The 
ansatz is that 

TH == 1VIH 

in all cases except those given by the formulas 

T(if)t == Ti(if)t == T(if)ft == Ti(if)ft 

== Dif· 

(5.1a) 

(5.1b) 

The functions MH are defined by (2.7)-(2.14), and the 
functions Dif are defined by 

(5.1c) 

~
I:f 
: : .. 
n + 

(bJ D t 

(d) 

FIG. 4. L All connected positive-a Landau diagrams with 3 
incoming lines, 3 outgoing lines, and 2 vertices are shown. 
Line i is anyone of the initial lines 1, 2, 3, and line f is any 
one of the final lines 4, 5, 6. The plus signs on the internal 
lines indicate that the corresponding Landau 0' 's are positive. 
The number of the internal lines n is an arbitrary positive inte
ger. The 6 diagrams of (a) and (b), the 9 diagrams of (c), and 
the diagram of (d) are called subenergy diagrams, cross-en
ergy diagrams, and total-energy diagram, respectively. The 
connnected negative-a g-channel diagram Dg- is obtained from 
D; by simply changing all the plus signs a j to minus signs. 
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Inspection of (5,1) and (2,11)-(2,14) shows that 
(4,l1b) is satisfied, Thus if TG is defined by (4. 11a) 
then property (1) is satisfied, Property (3), L e., Eq. 
(4,13), follows from (4,11) and (5.1), Thus it only re
mains to prove Property (2), which is that the expres
sion for yG given in (4,11) can be converted solely by 
means of unitarity and cluster properties to the form 
(4.12L 

The conditions imposed by (4,12) can be compactly 
stated with the aid of the following: 

Definition: A fUnction F is said to belong to(~G if and 
only if F can be expressed, using only unitarity and 
cluster properties, in the form 

(5.2) 

where no DU CBF has a positive- O! g-channel cut set for 
any g in G, 

In terms of this definition (4,12) is the requirement 
that for every G the function TG belongs to P G . 

This property (4,12) must be proved for each of the 
216 possible sets G, The sixteen special cases in which 
G consists of a Single element G EO E are covered by 

Proposition 5. 1: T g '" T - Tg belongs to «, g , 

Proof: Case 1 g= i. Unitarity (2, 9d), and the cluster 
decomposition formulas (2, 9i), (2.9j), and (2, 9m) give 

+;?f~ 
I, I 

+ ~ + U. (5,3) 

the left-hand side of (5,3) is T - T i • The right-hand 
side is the required expression for T i

, for it is clear 
by inspectiont that every term in this expression be
longs to R. i • 

Case 2 g= f. The proof is essentially the same as for 
Case 1: One merely uses the alternative form (2, 9c) of 
unitarity, in which the minus box appears on the right
hand side instead of the left-hand side. 

Case 3 g= (i/l. Equation (5.9) of Ref, 9, specialized 
to the present case, reads 

+~f 

where the function represented by the Rc box appearing 
on the right-hand side belongs, as explained below, to 
K (if). The last three terms on the left-hand side of 
(5,4a) are disconnected, by virtue of (2.90) and (2, 9p), 
and hence cancel the disconnected terms on the right
hand side. This gives the required result. 
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The fact that the function represented by the Rc box 
in (5. 4a) belongs to f< (if) follows from results of Ref, 
9, Comparison of Eqs, (5.6), (5.8), and (5.9) of Ref. 
9 shows that 

i~f =GJ= =f!F= 
i~f ~ 

= i~f + D.P. (5.4b) 

where D, p, is a sum of disconnected parts and H is a 
sum of pB over a set B of B with the property that for 
any D" c B the line i can be connected to line f by a di
rected path from i to f that consists of a sequence of L j 

having the property that everyone of these L j with aj 

= + or ± points in the direction of this path from i to f. 
This directed path is indicated in the second line of 
(5.4bL (The lines L j with aj = - can be ignored.) The 
existence of such a path is implied by (5. 7) of Ref. 9, 
It ensures that no DU cB has a positive- O! (if)-channel 
cut set. 

Case 4. g= t: Let A, B, and C denote certain bubble
diagram functions, and let A and C each be decomposed 
into a sum of two bubble-diagram functions so that 

A=A'+A" (5.5a) 

and 

C=C'+C". (5,5b) 

Then one finds, trivially, that 

ABC = A' BC + ABC' - A' BC' + A" BC", (5,6) 

Here the product form indicates the usual product of 
bubble-diagram functions so that, for example, in ABC 
the outgoing lines of the bubble diagram corresponding 
to A are identical with the ingoing lines of the bubble 
diagram corresponding to B, 

Consider the special case of (5,6) where A and C 
each represent the plus (minus) box and where B re
presents the minus (plus) box, Unitarity [Eqs, (2. 9c, d)] 
takes the form 

AB=BC=!. 

Substituting (5.7) into (5.6) one obtains 

A=A' +C' -A'BC'+A"BC". 

(5.7) 

(5,8) 

Suppose, specifically, that in (5.8) A and C represent 
the plus box and that B represents the minus box, Also 
let A' and C' each denote the circled plus box and let 
A" and C" each denote the plus bubble [so that Eqs. 
(5,5a) and (5, 5b) are a form of (2. 9n), ] Then (5,8) takes 
the form 

tNo D" C B can have a positive-CI! g-channel cut set if any 
minus bubble of B touches external lines from both Jg and ~. 
And no D" cB can have a positive-CI! g-channel cut set if B 
is not a connected diagram. This remark will be referred to 
repeatedly in the arguments that follow by the use of the dag
ger symbol. 

Joseph Coster and Henry P. Stapp 1303 



                                                                                                                                    

=G= = =0mEJmm0= 
~+=l!F. 

(5.9a) 
Similarly, one finds 

O==OGm0= 
~+~. 

Equations (2.9n), (2.9i), and (2. 9j) show that 

~f 
2:.~ 
i,f t 

(5.9b) 

(5.10) 

It is clear by inspectiont that the last three terms of 
(5,10) belong to Rt. The first term can be written with 
the aid of (2. 9k, 1) in the form 

a 8 
B=~f ~-+--_-f 

Y 
(5.11) 

where the vertical lines a, 1', and 6 cut through the 
sets of lines that are to be identified with the sets of 
lines labelled by a, 1', and 6 in (6.1) of ReL 9, respec
tively, and i3 is identified with the empty set, 

Suppose that B is replaced by an equivalent B' as is 
explained in Corollary 6.1 of Ref. 9. Let D" be any 
D" c B' and suppose that d has a positive- at-channel 
cut set, Then the right end point of every line of I' must 
lie in D"(Jt ). This is true because no line of a positive
a cut set of DO can be an outgoing line of the right minus 
bubble or an internal line of a negative- a Landau dia
gram Db corresponding to this minus bubble. Similarly, 
line 6 is in D"(Tt ). Hence, all the conditions required 
by the last sentence of Corollary 6. 1 of ReL 9 are met. 
[To convert the notation of ReL 9 to that of Case 4 of 
the present paper use the correspondence: w = Wi 

-{I, 2, 3}, w' = w; -{ 4,5, 6}, connected X(e, w') -D"(Jt ), 

connected X(C, w) -D"(~), simple positive (w, w') cut 
set with X(e, w') and X(C, w) connected -positive-a 
l-channel cut set. ] Thus, if that part of DO that corre
sponds to B; (B; is equivalent to B3) is denoted by D3"' 
then all points of D3"- a lie in d(Jt ). This means that 
the part of DO that corresponds to the part of B' lying to 
the right of the set of lines a must lie in DO(Jt ). But then 
the remaining part of D" must be disconnected, and the 
existence of a positive- a t-channel cut set is precluded. 

Proposition 5.1 is a special case of 

Proposition 5.2: The function 

yG= £ (-l)"(H)TH 
HCG 

(5.12) 

can be converted by means of the unitarity and cluster 
decomposition properties of S to the form 
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(5.13) 

where no D" cB G has a positive- a g-channel cut set for 
any f{ in C. 

That is, the TG defined by (5.12), with the TH defined 
by (5.1), belongs to R G. 

Proof: Several quantities that occur often in the proof 
are defined as follows: 

(5. 14a) 

A. 
I (5. 14b) 

(5. 14c) 

~i-+ _f 
Aif=~ 

+ i~ + D.P. 

(5. 14d) 

where D. P. stands, in general, for any sum of discon
nected parts. The first two quantities appearing in the 
last line of (5. 14d) are defined by 

T;if) = T(if) - Ti(if) 

=N!(if) - Mi(if) 

where the calculation in (2. 15b) is used, and 

TLf) = T(if) - T(if)f 

=1\/[(if) - M(if)! 

(5. 14e) 

where the calculation in (2. 15a) is used. The second and 
third quantities in the last line of (5, 14d) are defined by 
(5.1), (2.11c), (2. 13a), and the definition 

ff8=- (r)t 

(5. 14g) 

where Nb is the number of (explicitly appearing) bubbles 
in Band r (+ - -) is the bubble-diagram function for 
the bubble diagram B( + - -) obtained from B by chang
ing the sign inside each bubble, box, and modified box. 

Each of the above equations can be converted to an
other one by the application of bars to each term. For 
example, from (5. 14d) one obtains 
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Using (5,14), (4.13), (2,10), and (5. la), one may 
write (5. 9a) and (5.10) in the form 

T= T t +A-6Ai -6Af+6Alf+D. P., 
i f i ,f 

From (5, 9b) one obtains 

T= '1\ +A- 6Ai -6Af+,GAif+D. P .. 
i f i.f 

For any G in E this equation can be written as 

A- 6Ai- ,GAf + 6 Aif=F1 
iEG lEG iEG ,fEG 

where 

+ B _Aif+D.P,,, 
i r;:JJ ,lEG 

(5.15a) 

(5. 15b) 

(5, 16a) 

(5. 16b) 

The unrestricted sums over i or j are sums over all 
three values of i or j. As mentioned earlier, the index 
i is always restricted in this paper to the values 1, 2, 
and 3, and the indexj is restricted to 4, 5, and 6. A 
sum over i EGis a sum over those indices i = g E G that 
label initial sub energy channels, and the sum over i E G 
is the sum over the remaining indices in the set (1,2,3). 

From (5. 14b), the cluster expansion (2. 9j), and 
(5.14e), one obtains 

Ai =LT;if) + Ti +D. P .. 
I 

(5. 17a) 

Under the substitution F - F this equation becomes 

Ai = - L T{ if) + T i + D, P. , 
f 

(5. 17b) 

where we have used (5. 14e) and (5. 14f). Similarly, 

and 

Af=.0 T{if) + Tf +D. P, 
i 

A f = -6 T;U) + T f +D. P,. 
i 

(5. 18a) 

(5, 18b) 

Substituting the right-hand sides of (5. 17a), (5.18a), 
and (5, 14d) into the second, third, and fourth terms on 
the left-hand side of (5. 16a), respectively, one obtains 

lTf+ "T F j-J (if) L.J (if) = l' 
iEG ,fEG icG ,!EG 

(5.19) 

The equation 

- T(if) = T(i!) - Ti(if) - T(if)! + Ti(i/)! (5.20) 

was proved in Sec, II [see (2.21) and (2,22)]. This equa
tion yields trivially 

where the condition (ij) E G or (ij) E G under the summa
tion sign means that there is a sum over the pairs (i,j), 
and that this sum is to be restricted both by any other 
appearing conditions on i or j, and also by the condition 
that (if) be an element of G of G, respectively, One also 
finds trivially from (5, 14e) and (5. 14f) that 

6 T~if) = ~ [T(if) - Ti(i!)] 
iEG.fEG iEG,fEG,(if)EG 

(5.22) 

(5.23) 

Substituting (5.21), (5.22), and (5,23) into (5.19), one 
obtains 

T+F2=F3 

where 

F2 "'- 6 Ti - 6 TI + 6 Tif- 6 T(if) 
iEG fEG iEG,fEG (if)EG 

and 

F 3 "'F1 - ~ T(if)- 6 T(if) 
iEG ,/Ei'J ,(if) EG iEG ,fEG,(if) EG 

(5.24) 

(5, 25a) 

(5,25b) 

At this point it is convenient to consider separately two 
different cases 

Case 1: (tEG). Suppose G does not contain t. Then 
(5.24) becomes 

6 (-1)"(H)TH"'TG =F
3

• 

HeG 
(5.26) 

Indeed, the terms appearing on the left-hand side of 
(5.24) are identical to those appearing on the left-hand 
side of (5.26), by virtue of the fact that all the T H = MH 
for He G not explicitly listed in (2.10), (2.11), (2.13), 
or (2.14) vanish. Thus the proof for Case 1 can be com
pleted by showing that F3 belongs to pG. 

The cluster property (2. 9j) and unitarity give 

~+i~ 

i~+i~ 
~+D.P. 

Similarly, 

Af-IAif=~f + D.P, 
i 

(5,27) 

(5.28) 

(5.21) After substituting the right-hand sides of (5,27) and 
(5,28) into (5. 16b), one seest that 
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(5.29) 

belongs to P. G • 

After replacing the plus bubbles in T'(if) and in Tf(if) 

by the left-hand sides of (2. 9k) and (2.91) one sees t that 
the last three terms on the right-hand side of (5. 25b) 
belong to P. G. Hence, F3 belongs to P. G if 

belongs to P. G. One sees t from (5. 14d) that this is true 
for the first term on the right-hand side of (5.30). 

From (5.6) of Ref. 9 one obtains 

i~f+~ 
~
.f 

. H 
I -

-i~' (5.31) 

The H-box is the expression given in (5.7) of Ref. 9. 
It is a sum over a set B of bubble diagrams B such that 
any If' C B E B contains a path P from i to f that consists 
of lines L j with the following property: Each line L j 

with sign (Jj = + or ± points in the direction of p, i. e., 
from i to f. This property is indicated by the internal 
line in the box appearing in the last line of (5.31), This 
line precludes the existence of a positive- Q' (ij)-channel 
cut set in the A if - T(if). Thus one seest from (5.31) 
that the second term on the right-hand side of (5030) 
belongs to P. G. This completes the proof for Case L 

Case 2: (t E G). Suppose G contains t. The equation 

- 1'; = T t - 6 T it - L;Tft +,0 Titf (5032) 
i f i,f 

is now neededo 

Proof of (5,32): Equations (5. 15a) and (50 15b) give 

- Tt = T t - LAi - LAf + 0 Aif - LAi - LAf 
i f i,f i f 

+L;Aif+DoP .• (5,33) 
i,f 

Using (5.1), (2. 13b), (2. 12a), (2.9j), (2.9k), (5.14), 
and (2. Ha), one obtains 

-Tit=i~-~ 

=~-

-~-i~ 

=.0Aif-Ai - Ti +Do Po 
f 

Similarly, 
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(5.34) 

- Tft =.0Aif-Af - Tf+D. Po 
i 

(5,35) 

By virtue of (2, 9c), (5.6), (2,12a), (2,12b), (209k), 
and (2.91) one has 

~f~f 
i~=i~ 

~~f 
=~+,~ 

~f~f 
=i~+i~ 

-i~+i~ 
so that, by (5.14), (501), and (20 14a), 

Titf=- T!if) - T{if) +Au-Ai! +D, P .. 

(5, 36) 

(5.37) 

Combining (5.33), (5,34), (5,35), (5.37), and using 
(5, 17a) and (5, 18a) one obtains (5) 32), 

By virtue of (5.34), (5.35), and (5.37) one may write 
(5.32) in the form 

- .0.4f - .0 T f 
fE(; fE(; 

+( L; + ,0 - 0 )(- T;if) - T{if) +Aif-AU) 
iEl:,f i ,fE(; iEl:,fE(; 

+D.P. (5.38) 

where 

F 4 =- T t + 0 Tit + ,0 T ft - 0 Tit!· 
iEG fEG iEG ,fEG 

Consider the term LiE(;,fE()Aif appearing in (5.38). Equa
tions (5, 14e, f, h) allow it to be written as 

(5.40) 

The term - Tif can be decomposed into two parts: 

-Tif=~f 
i~ 

=-~+ 
~f 

~ 
(5,41) 

The term C if is the part of - Tif in which the two lines 
i and f touch a single minus bubble, and Dif is the part 
in which the two lines i and f do not touch a single minus 
bubble. 
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Substituting (5040) into (5.38) gives an expression for 
- Ti that can be introduced into the expression (5, 16b) 
for Fl' Substituting this new expression for Fl into 
(5. 25b) and using (5. 17a), (5. 17b), (5. 18a), (5. 18b), 
and (5.41) one finds that Eq. (5.24) takes the form 

T +F2 + F4 +Fs =Fs 

where 

and 

Fs"" 6 Dif""D
c 

iEG,fEG,(i/)EC 

Fs""T- 0 T i - .0 1'f + 6 T;if) 
iEG fEl: IEG,(if)El: 

+D,P" 

(5.42) 

(5.43) 

(5.44) 

[The function DC is defined by (5043) only for the present 
casetEG, See (5.49).] 

According to (5,1) 

(5.45) 

A trivial consequence of (5.45) and (5,43) (for the pre
sent t E G) is that 

(5.46) 

If one uses the representation (5,46) of F s, then, for 
G containing t, 

T + F2 + F4 + Fs = .0 (- l)"(H) T H' 
HCC 

(5.47) 

Thus, the proof of Proposition 5,2 for Case 2 can be 
completed by showing that Fs belongs to!\ c. 

Inspectiont of the bubble diagrams B that correspond 
to the bubble-diagram functions r of Fs [see (5.14), 
(2.11), and (5,41)] shows that all terms belong to!\ C 

except possibly 

(5.48) 

The function Aif is defined in (5. 14d, g), Introducing 
the expression (5.11), and making use of the argument 
of Case 4 of Proposition 5.1, one sees that this term 
is also in !\ c. This completes the proof of Proposition 
5.2. 

Proposition 5.3: 

rc _ DC = 1'l: _ D(J (5.49) 

where DC is defined by (5.46) if G contains t, and by 
DC = 0 if G does not contain t. The quantities 'fG and D(J 

are defined for all sets G by 

1'l: ""_ (rG)t (5.50a) 
and 
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(5.50b) 

Proof: It is sufficient to prove (5.49) for the case in 
which G contains t. For the application of Hermitian 
conjugation and a sign change to (5.49) gives 

rc _DC = TG _DC, 

which is (5,49) with G replaced by G, 

Applying this same transformation to (5,20), and 
performing a summation, one obtains 

.0 (1'(i/) - 1'i(if) - 1'(if)f + 1'i(if)fL 
iEG,/EG,(if)EG (5.51) 

Applying this same transformation to (5, 14e) and (5. 14£) 
one obtains 

- T{if) = T(if) - Ti(if) 

and 

(5.52) 

(5.53) 

Consider the case in which G contains t, If on the 
right-hand side of (5,44) one substitutes for Aif the 
right-hand side of (5. 14h) and then uses (5,51), (5.52), 
(5,53), and (5,41), one finds that 

(5,54) 

Inserting (5.54) into (5.42) and using (5,47) one obtains 
the required (5.49). 

The Functions J\;(J: The function TC was defined by 
(5.12) as 

T C ", ~ (-l)"(H)TH, 
HCC 

The function J\;F was defined by (2, 5a) as 

M C
'" 6 (-l)"(K)MK, 

KCG 

(5.55) 

(5,56) 

According to (5.1) T H = MH except when H contains, for 
some (i,j), one of the four sets {(ij), t}, {i, (if'), t}, 
{(ij),t ,J}, {i, (ij),j, t}, Hence, by (5.55) and (5,56) TG 
= MG if G does not include L If G does include t, then 
(5.47) together with the definitions of F2 [see (5. 25a)], 
F4 [see (5.39)], and Fs [see (5,43) and (5,46)] show that 

TG == ,WC + Fs, 

Since DG = 0 if G does not include t and is equal to Fs if 
G does include t, the above result can be summarized 
in the equation 

(5,57) 

Then (5,49) gives, for all G, 

l\!fJ '= ,VC = - (J\;rC) t, (5,58) 
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which is (2.17). 

Remark: Let the G in (5.58) be the complete set E. 
Then (5.58) says that ME, the function evaluated below 
all the cuts, is 

ME =M$ =-M =-- Mt. (5.59) 

This result is called the Hermitian analyticity property 
of the scattering function. The more general property 
(5.58) says that the function M C that corresponds to M 
plus the discontinuities that take the function to its value 
below the set of cuts g in G, is equal to the function M 
plus the discontinuities that take the function to above 
the set of cuts g in G. The analogous result with T in 
place of M does not hold in general, as is shown by 
(5.49). 

The function DC is defined to be zero if t lies in G. 
For t in G it can be expressed in the form (5.43). Thus 
for the set of 26018 values of G defined by (2.25) one 
finds 

(5.60a) 

In these cases one has, by virtue of (5.57) and (5.58), 

(5.60b) 

The analytic properties of these functions ~ are dis
cussed in Sec. VI. It is already evident that these func
tions ~ satisfy the properties (4), (5), and (6) de
scribed in the introduction. 

VI. ANALYTIC PROPERTIES OF THE MG 
A. Geometric representations of Landau diagrams 

The proofs of analyticity properties given in this sec
tion are based on the existence of two different geomet
ric representations of Landau diagrams. These two re
presentations are discussed in this subsection. 

Each internal line L j of a Landau diagram has a well
defined direction: L j is directed from the vertex Vr with 
E jr == - 1 to the vertex Vr with Ejr = + L This direction 
is the direction of flow of positive energy. An arrow is 
often placed on L j to indicate this direction, and L j is 
said to point in the direction of this arrow, L e., from 
the vertex Vr with Ejr = - 1 to the vertex Vr with Ejr == + 1. 
The external lines L j are also directed: Each incoming 
line is directed toward a vertex Vr with Ejr == + 1; each 
outgoing line L j is directed away from a vertex Vr with 
Ejr == - L (One can introduce trivial two-line vertices to 
take care of the trivial cases in which a line goes 
straight through the diagram without touching any non
trivial vertex. ) 

The first geometric representation of a Landau dia
gram Da is the space-time representation discussed in 
Sec. IV. Each space-time representation of Da repre
sents a particular solution of the Landau equations cor
responding to Da

, and corresponds to some particular 
point p on L(Da

). In this representation each internal 
line L j of Da is represented by a space-time 4-vector 
6.j = ajPj. The Landau equation p/ > 0 entails that 6. j 

point in the direction of increasing time if (]j is plus, 
and in the direction of decreasing time if (]j is minus. 
That is, the vertex Vr with Ejr = + 1 lies later than the 
vertex Vr with Ejr = - 1 if (]j = +, but lies earlier if (]j 
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These conditions on the directions of the 4-vectors 
6.j impose a partial ordering requirement on the vertices 
of the Landau diagram Da

• In particular, for any posi
tive- a diagram D+ with non empty L(D+) the vertices 
must satisfy the partial ordering condition that the dia
gram can be drawn so that each internal line segment 
L j points from left to right. Likewise, for any negative
a diagram D- with nonempty L(D-) the vertices must 
also satisfy the partial ordering condition that the dia
gram can be drawn so that each internal line segment 
L j points from left to right. To see this, one simply 
orders the vertices of the Landau diagram D' from left 
to right in accordance with the increasing time of the 
vertices of the space-time representations of D+, and 
orders the vertices of D- from left to right in accor
dance with decreasing time of the vertices of the space
time representations of D-. 

Consider now any bubble diagram B. By definition this 
diagram can be drawn so that every (explicit) internal 
line runs from the right-hand side of one bubble to the 
left-hand side of a bubble that stands completely to the 
right of the first bubble. Thus each line of B can be 
drawn as a line that points from left to right. 

Consider next any Da c B. If one orders the bubbles of 
B in the way just described, so that all explicit lines of 
B point from left to right, and then draw each D; and Db 
of Da c B as a small diagram lying completely inside the 
corresponding bubble b, with all of its internal lines 
pointing from left to right, then all the lines of Da c B 
will point from left to right [see (4. 7b) J. 

The representation of a Da c B as a diagram in which 
every line L j points from left to right is called a flow 
diagram: Positive energy flows always from left to 
right in a flow diagram. This uniformity of directions 
of the lines of a flow diagram is to be contrasted with 
the nonuniformity of directions in the space-time re
presentations of Da

• In the space-time representations 
the vectors 6. j point in the direction of increaSing time 
if (]j is plus, and in the direction of decreasing time if 
(}j is minus. For any Da c B it must be possible to draw 
both a flow diagram representation of Da and also a 
space-time representation of Da

, if L(Da
) is nonempty. 

The constraints imposed on D a by the existence of the 
flow diagram representation can be expressed in terms 
of the concept of a flow line. 

Definition 6.1: A flow line is an ordered sequence of 
internal line segments L j of a Landau diagram such that 
the leading end point (EjY = + 1) of any L j in the sequence 
except the last one is the trailing end point (Ejy = - 1) of 
the next one in the sequence. Thus positive energy flows 
always in the same direction along a flow line: It flows 
from the trailing vertex of the first L j of the sequence 
to the leading end point of the final L j. These two ver
tices are called the initial and final vertices of the flow 
line. In the flow diagram representation of Da the final 
vertex of any flow line stands to the right of the initial 
vertex of that flow line. 

Definition 6.2: A flow line Vr - Vs is a flow line with 
initial vertex V y and final vertex Vs' 

Definition 6.3: A maximal flow line is a flow line that 
is not a proper subsequence of any other flow line. 
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B. Space-time ordering theorem 

The proof of the analytic properties of W is based on 
a theorem proved in this subsection. This theorem de
pends on two lemmas, 

Lemma 6.1: Let Vr and Vs be two distinct vertices of 
a connected Landau diagram D. Suppose X is a set of 
lines of D such that the cutting precisely once of each 
line of X separates D into two disjoint diagrams Dr and 
D., where Vr lies in Dr and Vs lies in Ds' Then there 
is a subset;XC of X such that the cutting precisely once 
of each line of XC separates D into two diagrams D/ 
and D.c such that D/ is a connected diagram that con
tains V" and Dsc is a connected diagram that contains 
V., and the two diagrams D/ and Dsc exhaust D, 

Proof: The cutting of the lines of the set X separates 
D into a number of connected parts, Let Ds

c ' be the con
nected part containing V s ' Let Xs be the set consisting 
of the lines of X that lie partly in D s

c ', Let;XC be the 
subset of Xs that consists of each line L j such that the 
cut in L j can be reached from Vr by a path in D that is 
not cut by the set of cuts in the lines of X s ' This set XC 
is the desired set: Cutting precisely once each line of 
;XC separates D into the two connected parts Dr" and D sC • 

It is clear that cutting the lines of;XC disconnects the 
part of D that is connected to Vr from the part that is 
connected to Vs, for any path in D from Vr to Vs would 
have to enter D.c' at the cut on some line of Xso But the 
first such cut reached by this path must be a cut on a 
line of ;XC, Thus the cutting of the lines of ;XC definitely 
separates D into at least two connected parts D/ and 
Dsc. What must now be shown is that these two parts 
exhaust D, 

Consider the diagram D cut on the lines of ;XC. Sup
pose there is a point x that is not connected in this cut 
diagram to either Vr or Vs' This point x is connected in 
the original connected diagram D to the point Vr by some 
path p, Since x is, by assumption, not connected to Vr 
in the cut diagram, the path P must pass through the 
cut in at least one line of XC. Let C be the first cut in 
;XC reached on the path P from x to Vr , Then x must be 
connected in the cut diagram to one side or the other of 
the cut C, But each cut in the lines of ;XC is connected in 
the cut diagram on one side to V., since XC is a subset 
of Xs and on the other side to V" since each cut of ;XC 
can be connected to Vr by a path not cut by any cut in 
Xs. Thus x must be connected in the cut diagram to 
either Vr or Vs, contrary to the original assumption 
about x 0 Thus no such x can exisL This means that the 
two connected parts Dr" and Dsc of the cut diagram ex
haust iL 

Lemma 6,2: Let Vr - Vs be a flow line of a flow dia
gram DC

o Let X be the set of lines of DC that are cut by 
a plane T that lies perpendicular to the flow axis that 
lies between Vr and V., and that touches no verti~es of 
If. Then the subset XC of X of Lemma 6.1 is such that 
each L j in;XC has its leading end point in Dsc and its 
trailing end point in Dr" 0 

Proof: The plane T cuts DC into the parts Dr and D., 
where Dr lies to the left of T and Ds lies to the right of 
T. The construction in Lemma 601 ensures that D s

c ' is 
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a subset of Ds. Hence D.o' also lies to the right of T. 
Moreover, ;XC is a subset of the set X s of lines of X that 
touch Dsc

l
, Thus every line of;XC touches Ds

c', and hence 
has its leading end point in D s

c ', which is contained in 
Dsc. Thus the trailing end points of the L j EO;XC must lie 
in D/, 

Definition 6.4: Let Vr and Vs be two vertices of a 
Landau diagram DC, Let T/ be a plus or minus sign. A 
Vr.!l Vs cut set of DC is a set of internal lines of If such 
that DC is separated by the cutting precisely once of 
every line of this set into two connected diagrams 
DC(Vr) and DO"(Vs), where Vr lies in DO"(Vr) and Vs lies in 
If(Vs) , and such that each line L j of the cut set points 
from D°(Vr) to If(Vs), and has a sign (Jj = 1) or ±, 

Theorem 6.1: Let B be any connected bubble diagram. 
Let DC be any DO c B that has a flow line Vr - Vs. Let 1) 

be either plus or minus, Suppose DO" has no Vr !!' Vs cut 
set, Then for every space~time representation of DC 
the vectors Wr and Ws to the vertices Vr and Vs satisfy 

(6.1) 

where V' is the open forward light cone and V- is the 
open backward light cone, 

Proof: Suppose 1) is plus, And suppose that the pOints 
Vr and Vs both lie inside some single minus bubble b 
(i. e" they are vertices of the Db that replaces b in the 
construction of DO c B), In this case the flow line Vr - Vs 
must consist wholly of line segments L j that also lie in
side this minus bubble, and hence have signs {Jj == -, 
This is because the condition that the bubbles of B 
be partially ordered precludes the possibility that a 
flow line Vr - Vs begin and end in the same b, but pass 
outside b, But if the lines L j of Vr - Vs all carry minus 
signs, then the Landau equations that define the space
time representations of DC entail that each of the cor
responding t::.j point into the backward light cone, Thus, 
by virtue of the ordering conditions on the L j that make 
up a flow line, condition (60 1) will be satisfied, 

Suppose, on the other hand, that Vr and Vs do not lie 
in the same minus bubble, Then one can construct a 
Vr '!' Vs cut set of DC, To do this, simply draw the flow 
diagram DO by first making all the minus bubbles b of 
B extremely tiny, and then replacing each tiny minus 
bubble b by a tiny Db' The D; are not made tiny, Since 
the minus bubbles are tiny, and Vr and Vs do not lie in
side the same minus bubble, one can draw a plane T 
that lies perpendicular to the flow axis, that lies be
tween Vr and V., and that does not touch any vertex of 
U or any line that lies inside any of the tiny minus bub
bles, The;XC of Lemma 6.2 is then a Vr:" Vs cut set of 
DC, Thus the assumption of the theorem is not satisfied 
in this case, and (6, 1) need not be proved, This com
pletes the proof for the case 1) == +. For the case 1) == - 1 
the proof is completely analogous, 

C. Skeleton diagrams 

Each flow diagram D has a unique skeleton diagram 
D., which is constructed as follows, Consider the set 
of maximal flow lines of D, Regard as equivalent any 
two of them that touch exactly the same set of external 
vertices, (External vertices are vertices that touch ex-

Joseph Coster and Henry P. Stapp 1309 



                                                                                                                                    

(0) [1] 

).7' <f 
I 

(el [3] 

> . .{f<. 
(g) [3] 

f 

>.~< I 

(i) [9] 

) .;1 
I 

(b) [3] 

~ 
I 

( fl [9] 

>'i~ 
(h) [9] 

f > i7'/' < 
(j) [9] 

(1) [9] 

FIG. 6.1. The 
76 skeleton dia
grams for 3 - 3 
processes. The 
indices i and! 
run over 
(1,2,3), and 
(4,5,6), re
spectively. The 
number in 
square brackets 
below each fig
ure is the num
ber of skeleton 
diagrams repre
sented by that 
figure. 

ternallines.) Draw a diagram consisting of the external 
vertices of D, the external lines of D, and one internal 
(flow) line 1 for each equivalence class of maximal flow 
lines of D. This line 1 is drawn so that it touches pre
cisely those external vertices that are touched by each 
member of the corresponding equivalence class. Now 
delete any line 1 that touches a set of external vertices 
that is a proper subset of the set of external vertices 
touched by any other line l'. The resulting diagram Ds 
called the skeleton of D. 

Each flow diagram D having three incoming lines and 
three outgoing lines has a unique skeleton diagram Ds 
that is one of the 76 skeleton diagrams shown in Fig. 

6.10 

In constructing these diagrams use is made of the 
stability requirements, which demand that each nontri
vial vertex have at least two incoming lines, and at 
least two outgoing lines. Each maximal flow line must 
therefore begin at a vertex that has at least two in
coming external lines, and must end at a vertex that 
has at least two outgoing external lines. 

D. Path of continuation (off-mass-shell) 
The aim of the present subsection is to construct for 

each of the 26018 boundary values fI,{J and for each pos
sible singularity surface L(Dcr ) of MG a path of continua
tion that continues the function MG into itself around 
L(Dcrlo However, the complications arising from the 
mass-shell constraints are ignored. When these con
straints are ignored the rule of continuation can be for
mulated so that it depends only on G and on the skeleton 
of Dcr . And for a given skeleton Ds the rule depends on 
G only through the question of whether certain critical 
g's associated with Ds lie in G or C. These critical g's 
are those that label the critical channels of D., which 
are now described. 
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For each skeleton Ds there is a unique set of critical 
channels g. The critical channels g corresponding to a 
given Ds are the channels g such that Ds can be separat
ed, by cutting some of its internal lines " into two con
nected parts Ds(Jg) and Ds(~), where Ds(Jg) contains all 
the external lines j E J g , and D s(~) contains all the ex
ternal lines j E ~. Moreover, all the cut lines 1 run 
from Dg(~) to Dg(Jg). The critical channels correspond
ing to several skeletons Ds are indicated in Fig. 6.2. 
(For each g the sets J g and ~ must be selected so that 
Jg contains at least two indices j, and ~ contains at 
least two indices i. Otherwise the conditions given above 
cannot be satisfied.) 

For any given G a set of signs 71g is defined as follows 
[see (2. 25)]: Th~ sign 71g is plus if g lies in G and is mi
nus if g lies in G. Symbolically, 71g can be defined by 
the set of conditions 

g E G~g (for every gEE) 

where 

G+=G 

and 

G-=G. 

(6.2a) 

(6.2b) 

(6.2c) 

The rules of continuation to be constructed here apply 
only to the 26018 boundary values MG defined by (2.25). 
For these functions one has, according to (5.60), 

(6.3) 

Thus JI,~ can, by virtue of proposition 5.2 and Eq. 
(4.14), be written in two alternative forms: 

(6.4+) 

and 

JI,~ = 6 F', 
BEBG 

(6.4-) 

where the notation B~ -=BG and B~ -=lJG is used. The sets 
B: andB~ have the following properties: No DcrLB~ has 
a positive- a g- channel cut set for any g in G; no _Dcr C B~ 
has a negative-a g-channel cut set for any g in G. 

If one introduces the notation of (6.2) and writes + a 
for positive- a and - a for negative- a then the proper
ties of B~ and B~ can be combined into the following 
statement: 

For any G and g let 71= 71g , Then no if ~-:B~ has an 
71a g- channel cut set, 

The rule for continuing JI,[J past any L(Dcr ) will be derived 
by combining this property of B~ with Theorem 6,1, and 
then using the structure theorem described in Sec. IV. 

i t 

~'if' 
(a) ( b) (c) 

FIG. 6.2. The critical channels g of several skeleton diagrams 
Ds a,!"e indicated by lines g that separate Ds into the two parts 
Ds(Jg) and Ds(JgJ. 
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Consider any fixed G. Let ns be the skeleton shown 
in Fig. 6.2(a). The rule for continuing ~(P) past all 
L(na) that correspond to n a having this skeleton ns will 
now be derived. 

The diagram ns [L e., Fig. 6. 2(a)] has only one cri
tical channel g, namely the channel g= L Let 1) be the 
1)t defined in (6.2). Let ~ be represented by the for
mula (6.41)). Then according to the statement just given 
of property (4.12), no na eB; has an 1)Cl t-channel cut 
set. 

This result implies that the suppositions of Theorem 
6.1 are valid for every BE.8; and every na e B such 
that n a has the skeleton n., provided Vr and Vs are 
identified as the initial and final vertices of D., respec
tively. This is because any Vr ~ Vs cut set of rP is also 
an 1)0! i-channel cut set of Da [see (4.12). ] Indeed, since 
n a has only the two external vertices Vr and V s shown 
in Fig. 6.2(a), any cutting of the internal lines of rP 
that separates Da into two parts Da(Vr) and rP(Vs) with 
Vr in na(Vr) and Vs in Da(Vs) must also separate Da into 
two parts Da(~) and na(Jg ) such that Da(~) contains all 
the external lines j E ~ and Da(Jg ) contains all the ex
ternallines j E Jgo In fact, Da(~) would be identical to 
na(Vr) , and Da(Jg ) would be identical to Da(V.). 

Since the suppositions of Theorem 6.1 hold, the con
clusion holds: Equation (6.1) is true for all space-time 
representations of all na eB; that have as skeleton the 
Ds of Fig. 6.2(a), with Vr and Vs identified in the man
ner described. 

According to (4.6) and (6.41)), the Singularities of ~ 
are confined to the union of L(Da) over rP eli;. Suppose 
p lies on L(Da) for rP e/); only if n a has skeleton Ds. 
(This supposition will be removed later') Then, by vir
tue of the conclusion stated in the preceeding paragraph, 
Eq. (6.1) holds for all w in the set 

o,(p) = u o,B(p), 
BEE; 

(6.5a) 

where o,B(p) is defined in (4.8). Thus if C(P) is defined 
by 

C(P) = n CB(P), 
BEB~ 

(6.5b) 

where cB(p) is defined in (4.9), then (6.1) and (4.9) 
show that C(P) contains all points q that satisfy, with Ef 
=+1 and Ei=-l, 

(6.6) 

But then, according to consequence (2) of the structure 
theorem, which is described below (4.9), all of the 
(finite number of) bubble diagram functions? that oc
cur in the expression (6.417) are boundary values of 
functions that are analytic at all mass-shell points suf
ficiently near p for which q satisfies (6.6). (Strictly 
speaking, the cone of analyticity is not V-" itself but 
rather any cone that is contained with its closure, apart 
from the apex at q = 0, in V-". This slight diminuation 
of all cones of analytiCity will always be taken as under
stood in the discussion that follows. ) 
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This means that ~ can be continued about all L(Da) 

that correspond to rP having the skeleton Ds of Fig. 
6.2(a) by means of a small detour through the region 
(6.6). 

Next let Ds be Fig. 6.2(b). The rule for continUing 
any fixed ~ past all L(Da) associated with this Ds is 
now derived. 

Consider first the critical channel i of Ds. Let 1) be 
1)" and use the representation of ~ given by (6.41)). 
Let the B of Theorem 6.1 be any B E B~, and let Da be 
any D(Je BEB; having skeleton Ds. Finally, let the ver
tices Vr and Vs of Theorem 6.1 be the vertices of Fig. 
6.2(b) that stand just to the left and just to the right of 
the i-channel line of Fig. 6.2(b), respectively. [That 
is, Vr is the left-most vertex of Fig. 6.2(b), and Vs is 
the vertex at which the external line i terminates. J 

We know that no rP eB~ has an 1)Cl i-channel cut set. 
This immediately implies that no rP eB; having skele
ton Ds has a Vr ~ Vs cut set in which the last two vertices 
of Fig. 6,2(b) lie in na(Vs)' And the possibility of any 
other Vr 2.. Vs cut set is ruled out by the existence of the 
flow lines represented by the two right-most lines l of 
Fig. 6. 2(b): These lines would run the wrong way across 
any cut separating a Da(Vr) containing Vr from Da(Vs) 

containing Vs if either of the remaining two vertices 
were to lie in Da (VrL This is shown in Fig. 6.3, which 
is explained in the text that follows. 

The possible Vr ~ Vs cut sets can be examined by 
placing Vr and Vs on the left- and right-hand sides of a 
vertical line, and placing the other vertices on the two 
sides of this line in all possible combinations. There 
can be a Vr 2.. Vs with the parts Da(Vr) and rP(Vs) of Da 

containing the external vertices lying, respectively, on 
the left- and right-hand side of the vertical line only if 
all the lines of the skeleton diagram run from left to 
right across the vertical line. Only figure (a) satisfies 
this condition. However, this way [Fig. 6. 3(a)] of 
achieving a Vr 2.. Vs cut set of a Da eB; having Ds as skel
eton is ruled out by the property of B~ . 

Since the suppositions of Theorem 6.1 hold, the con
clusion holds: Every space-time representation of 
every ncr eB~ that has Ds [Fig. 6, 2(b)} as its skeleton 
is such that the vector t. = Ws - Wr lies in V-". Here Ws 
and Wr are the space-time vectors to the leading and 
trailing vertices Vs and Vr of l. 

Essentially the same argument can be made for the 
pair of vertices lying on either side of the t line in Fig. 

-;;",1;"- /. f < 
10 ) 

I c) 

Ib) 

Id) 

FIG. 6.3. 
Diagrams for 
examining 
possible 
Vs 1l.. Vs cut 
sets. 
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FIG. 6.4. Each qK can be considered to be the imaginary ener
gy carried along an open path that contains only one internal 
line. 

6.2(b), and also for the pair of vertices lying on either 
side of the! line. The results of the three similar argl.
ments can be summarized in a systematic way. 

For each of the three critical channels g associated 
with Fig. 6. 2(b) define 

~g ""w/ - w/, (6,7) 

where w/ and w/ are the 4-vectors to the vertices V/ 
and V/ that lie just to the right and just to the left of 
the line g in Fig. 6,2(b) corresponding to channel g, 
(For example, w/ and w/ are the vectors to the ver
tices lying at end points of the lines! and i, respective
ly,) Then the property of B~ for 7) == 7)g, together with 
Theorem 6, 1, shows that, for each critical channel g 
of D" 

(6.8) 

for every space-time representation of every Dcrcl3~ 
having as skeleton the Ds of Fig. 6,2(b).. g 

For any Dcr having as skeleton the Ds of Fig. 6.2(b) 
the function occurring on the right-hand side of (4. 9a) 
can be written in the form 

- :0 qjEjrWr==:0qg~g, (6.9) 
jEExt g 
rEVer 

where g runs over the critical channels associated with 
Fig. 6.2(b), and if is the imaginary part of the momen
tum-energy that runs along the line I of Fig. 6. 2(b) that 
is cut by the line g corresponding to channel g. In 
particular, 

and 

qi==q4+q5+qS-qi, 

Qt=Q4+q5+qS==ql +q2+Q3' 

qf==Q4+Q5+qS-q" 

The various q" are indicated in Fig, 6.4. 

(6. lOa) 

(6. lOb) 

(6010c) 

We shall now temporarily ignore the mass-shell con
traints, and suppose that our functions 'Vr can be ex
tended some small finite distance off-mass-shell, and 
that the only singularity surfaces encountered in some 
sufficiently small neighborhood of any real mass-shell 
point p are the singularity surfaces obtained in the mass
shell theory. If continuations through these off- mass
shell regions are thus allowed, then the rules of conti
nuation can be stated in a simple way, which will be 
described nexL The complications associated with the 
restriction to the mass shell, and with the possible 
conspiracies among Singularities corresponding to dif
ferent skeleton graphs will be considered in the follow
ing subsection. 

The results (6.8) and (6.9) together with the iE rule 

1312 J. Math. Phys., Vol. 16, No.6, June 1975 

stated below (4.9) show that if g labels anyone of the 
three critical channels of D s and if p lies on L(Dcr ) for 
Dcr cB~ only if Dcr has skeleton D" then I'vfJ is the bound-g 

ary value of a function that is analytic near p in the q-
space region satisfying 

(6. lla) 

and 

rf' == 0 (6.llb) 

where gl runs over the critical channels g' '* g. This 
equation gives three different regions of analyticity, 
one for each critical channel of Dso The boundary values 
are all the same (distribution) lW. Thus the generalized 
edge of the wedge theorem19 implies that the functions 
in these three domains are parts of one single analytic 
function that is analytic near p also in the q- space re
gion restricted only by 

rf E V-Og all critical go (6.12) 

Equation (6.12) gives a domain through which Ar can 
be continued (off-mass-shell) past all Singularities sur
faces L(Dcr) of J1r that correspond to Dcr having as skel
eton the diagram Ds shown in Fig. 602(b), Essentially 
the same argument applies for any skeleton diagram of 
Fig. 6.1 that does not have closed loops [i. e" the Ds 
of Figs, 6.2(a)-(k)]. For any given one of these tree 
diagrams Ds the rf associated with each critical channel 
g of D s is a well-defined combination of external vec
tors, and the domain defined as the intersection of some 
sufficiently small neighborhood of p with the domain of 
the form (6.12) is a domain of analyticity of l1r, pro
vided p lies on only those singularity surfaces L(Dcr ) of 
Ar such that the skeletons of these Dcr are all the speci
fied tree diagram Dso 

The rule obtained above is simple and expliciL J1r 
can be continued into itself around all the Singularity 
suarfaces L(Dcr ) that correspond to any specified tree 
skeleton diagram D s by following any infinitesimal de
tour that satisfies the following conditions: For each 
critical channel g of Ds the variable (/I is shifted into 
the forward light cone if ]'vIC is evaluated above the g 
cut (i. e., if gc C), and into the backward light cone if 
/VIC is evaluated below the cut g (L e., if f{ c G) 

Now let Ds be the box diagram of Fig. 602(c), Let G 
be any fixed G that satisfies the conditions (2.25) 0 These 
conditions require [with i and! fixed as in Fig 6. 2(c) 1 
that the conditions 

(6013) 

do not all hold. This requirement ensures that for some 
pre! erred internal line segment I of Fig. 6. 2(c) the fol
lowing condition holds: The two signs Tlg corresponding 

+ 

t 

FIG. 6.5. 
Diagram 
showing the 
signs r}g as
sociated with 
the line sf[. 
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~ f ~ ;V'~ ;V, 
(a) (b) 

~ Id~VS 

Vr 

Ie) 

FIG. 6.6. Diagrams for examining possible vr~ Vs cut sets. 

to the two lines g of Fig. 6.2(c) that cross the preferred 
line 1 are equal. In fact, the requirement that (6.13) be 
false ensures that at least two internal line segments 1 
of Fig. 6.2(c) enjoy this property. In the special case 
illustrated in Fig. 6.5, in which 11; = 11/ = - 11t = 11(i/) = +, 
one of these two preferred lines 1 is the line on the 
right- hand side of the box, and the other is the line on 
the left-hand side of the box. 

The flow line Vr - Vs of Theorem 6.1 is now taken to 
be one of the preferred lines l, and the vertices Vr and 
V s are taken to be the initial and final vertices on this 
flow line, respectively. Thus if the flow line Vr - Vs of 
Theorem 6. 1 is the preferred line 1 on the left-hand 
side of the box in Fig. 6.5 then the vertices Vr and Vs 
are those indicated in Fig. 6.5. 

The two lines g that cut across the preferred line 1 
correspond to two of the critical channels of D., which 
are called gl and g2' The 11 in Theorem 6.1 is taken to 
be 11 = 11"1 = 11g2 • 

With this choice of 11 the following property holds: No 
D"cB~ has an 11a gl-channel cut set or an 11a g2-channel 
cut set. These two conditions, together with the condi
tions on the directions of the lines of Ds imply that no 
D" c B~ has a Vr '1.. Vs cut set. (See Fig. 6,6) 

In Fig. 6.6 the flow line Vr - Vs is assumed to be the 
line 1 that lies on the left-hand side of the box, as in 
Fig. 6.5. Cases (c) and (d) cannot give a Vr '1.. Vs cut set 
because a flow line points from D(Vs) to D(Vr). On the 
other hand, the cases (a) and (b) cannot give a Vr '1.. Vs 
cut set for any D" cB~, because no D" cB; can have a 
11a gl-channel or g2-channel cut set, for 11= 11n = 11"2' 
Hence the suppositions of Theorem 6.1 are satisfied. 

From Theorem 6.1 one concludes that 

t:,. = w s - Wr E V-~ (6.14) 

for all space-ti!lle representations of D"cB~ having the 
box diagram skeleton diagram shown. Similar arguments 
show that (6.14) holds for each preferred line 1 of D., 
with Vr - Vs the flow line land 11 now 11(l), the common 
signs 11g associated with l. 

The function occurring on the right-hand side of (4. 9a) 
can be written 

- ~ qjf.jrwr=~t:,.ll. (6.15) 
jEExt I 
rEVer 

Here ql is the imaginary part of the momentum-energy 
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flowing along line 1 of the box diagram Ds. (Momentum
energy is required to be conserved at each of the four 
vertices. See Fig. 6.7.) 

The imaginary part of the momentum- energy flowing 
in and out of the diagram can be considered to flow along 
the internal lines 1 = 1, 2, 3, 4 of the box skeleton diagram 
Ds. The amount flowing along line 1 is ql. This decom
position is not unique. However, the sum occurring on 
the right-hand side of (6.15) is not affected by this lack 
of uniqueness since the contribution associated with con
served flow around the loop is zero. 

The if. rule (4.9) ensures that MG is analytiC at points 
sufficiently near p that lie in the region 

(6. 16a) 

(6. 16b) 

where 1 is any preferred side of the box. This rule holds 
for all points p that lie on no L(D") for D" cB~ except 
those having as skeleton the particular box diagram Ds 
under consideration. 

This completes the derivation of the off-mass-sheU 
if. rules associated with the various individual skeleton 
diagrams. 

E. Path of continuation (on-mass-shell) 

The rule obtained above for continuing MG past L(D") 
is simple because it prescribes a set of allowed detours 
that is independent of the particular point p on L(D"). 
However, the rule is deficient because in many cases 
the set of allowed detours contains none that remain on 
the mass shell. Moreover, possible conflicts between 
the rules associated with different skeleton diagrams 
have not been considered: It is conceivable that a set of 
points lying on surfaces L(D") associated with different 
skeleton diagrams might conspire to block the continua
tion. These two deficiencies can usually be remedied by 
considering paths of continuation that depend on the real 
point p around which the continuation takes place. How
ever, there is a set of exceptional Landau surfaces past 
which no mass-shell continuations are expected. This 
set of exceptional Landau surfaces is now described. 

Two space-time representations rand r' are said to 
be externally similar if and only if every external tra-
j ectory line 1 f of r' can be brought into coincidence with 
the corresponding line 1 j of r by means of a single (po
sitive or negative) scale change and a single overall 
space-time translation of r' relative to r. The external 
trajectory line lj is the space-time line that contains 
the external trajectory associated with the external va
riable Pj EP. Two representations can be externally 

2 

4 

FIG. 6.7. Flow of imaginary momentum energy. 
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similar only if they generate the same point p '" (Pl' ' , . , 
Pn), since only then are the corresponding lines 1· and 

, J 

lj paralleL 

Two space-time representations rand r' are said to 
be externally equivalent if and only if (1) the two repre
sentations are externally similar, and (2) any scale 
change that brings every pair of lines Ij and 1; into co
incidence also brings the corresponding pairs of external 
vertices Vj and v; in coincidence, 

Each point on any Landau surface is generated by 
many different space-time representations, In the 
most common case the various representations generat
ing a given point are all externally equivalenL A simple 
example is provided by the normal threshold diagram 
having two vertices connected by two internal lines, and 
a second diagram in which these two internal lines are 
joined also at a third (internal) vertex, to give a sausage 
diagram, These two diagrams give coincident Landau 
surfaces, 

The surfaces generated in this way only by externally 
equivalent space-time representations are unexception
al Landau surfaces. And surfaces generated only by re
presentations no two of which are externally similar are 
also unexceptional. The exceptional Landau surfaces 
are the codimension-one analytic manifolds each point 
of which is generated by at least two externally similar 
representations that are not externally equivalenL An 
important example is the ice cream cone diagram sur
face in the equal mass case, In the general unequal 
mass case this surface has two nonpositive-O! branches, 
These coincide when all internal and external masses 
become equaL The if. rules associated with these two 
branches are opposite in cases of interest, eo g" for 
Mi or Mf. Thus the mass- shell continuation is blocked 
in the equal mass case by the coincidence of these two 
surfaces having opposite if. rules. 

In this equal mass case every point on the coincident 
pair of surfaces is generated by an infinite set of ex
ternally similar representations no two of which are ex
ternally equivalent. In these representations two of the 
three vertices coincide, and the external traj ectory line 
attached to the third vertex passes through all three ver
tices. The infinite set of externally similar representa
tions is generated by a scale change, 

In the example just described all of the external tra
jectory lines pass through a common point. Such repre
sentations are called star-graphS, For star-graphs a 
scale transformation always generates an infinite set of 
externally similar space-time representations no two 
of which are externally equivalent. Thus all codimen
sion-one (or zero) Landau surfaces generated by star
graphs are exceptional. Conversely, all exceptional 
Landau surfaces known to us are generated by star 
graphs. 

The 26018 boundary values Nf! continue on-mass-shell 
into themselves past all but the exceptional Landau sur
faces. That is, if f) G is the set of diagrams 

(6.17) 

and 
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LG = U L(Da), 
DaE/) G 

(6.18) 

Then MG continues into itself, on-mass-shell, past the 
surface 

lG "'LG - LG E 

where LG E is the closure of the union of all exceptional 
Landau surfaces generated by representations of Da 

ED G • 

Remarl~: The existence of a space-time representa
tion is a necessary condition for a singularity, but it is 
not sufficient. Representations that do not correspond 
to Singularities of MG can be systematically excluded 
from the set of all representations Da 

Ef) G without in
validating our arguments, 

It is shown in appendix A that there is, for each G, a 
codimension-two algebraic variety WG such that for any 
point p on LG - WG the following three properties hold: 

(a) There is a neighborhood U of P such that LG n U is 
a real codimension- one analytiC submanifold of In, This 
means, in particular, that the surface LG near p is a 
smooth codimension-one surface with a well-defined 
smoothly varying normaL 

(b) If KG is the set of all representations of all ncr cD G, 

then all of the r(p) EK G that generate P are externally 
equivalent. 

(c) If r(p) EK G generates P then the external trajectory 
lines I j of r(p) do not all pass through a common point; 
L e., there is no space-time point v that lies on every 
eJl.i:ernal trajectory line Ij of r(pL 

[Property (c) follows from (b), but is explicitly men
tioned for later use. ] 

The set WG is a codimension-two algebraic subvariety 
of/Y!, and hence it can not block the analytic continua
tion. Thus it is sufficient to prove that each MG can be 
continued past LG - WG '" L - W. 

Inspection of (4.9) shows that the if. rule at any point 
p is determined by the locations of the external vertices 
of all of the representations r(p) that generate p. It will 
be noted later that the condition on the domain of analy
ticity C(P) that arises from any individual r(p) EK that 
generates any pEL - W defines a full upper-half plane 
of analyticity in appropriate mass-shell variables. Thus 
it is sufficient to show that the conditions on C(P) asso
ciated with all of the different representations that gen
erate any p E-C L - Ware identical. 

Property (b) ensures that, apart from positive or neg
ative scale changes and overall space-time translations, 
the location of each individual external vertex v j is the 
same in every representation r(p) Ef( that generates any 
fixed pEL - W. The positive scale changes and the over
all space-time translations do not effect the if. rule. 
Thus, in view of (6,4), it need only be shown that for 
each point pEL - W, and each G, there is a sign 71 such 
that if K ~ is the restriction of K to representations of 
diagrams ncr cB~, then no two r(p) EK~ that generate p 
are related by a negative scale change, where a nega
tive scale change is a scale change that changes the 
signs of all of the difference vectors W s - Wro 
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+ 

>~I~~< 

FIG. 6.8. The three skeleton diagrams for the case n' =4. 

Let K ~ (D s) be the set of all representations of all dia
grams Da cB~ that have skeleton Ds. It-was shown in 
the preceding subsection that for each G and Ds there is 
a pair of external vertices Vr and Vs and a sign TJ such 
that for all representations r(p) EK~(Ds) the following 
condition holds: 

(6. 19) 

This condition is not maintained by a negative scale 
change. Thus for any G, D., and pEL - W, no two of 
the externally equivalent r(p) ER.~(D") that generate p 
can be related by a negative scale changeo This result 
would complete the proof, were it not for the possibility 
of conspiracies among the singularities associated with 
diff er ent skeletons D s' 

To complete the proof it will now be shown that for 
each G and PEL - W there is a pair of external vertices 
Vr and Vs and a sign TJ such that (6.19) holds for all re
presentations r(p) ER.~ that generate p. This condition 
precludes the possibility that any two of the externally 
equivalent r(p) ER. <; that generate p are related by a 
negative scale change. Therefore, all of the represen
tations r(p) E R. <; that generate p give exactly the same 
constraint on the region C(p) of analyticity. 

To obtain this result let p be any fixed point in L - W. 
Consider all of the representations r(p) ER. that generate 
po The six external vertices Vi of any such representa
tion lie on a set of n' space-time points, where n' 
= 2, 3, or 4. [The case n' = 1 is ruled out by property 
(e).] 

If n'=4 then each representation r(p) ER. that gener
ates the fixed p must be a representation of a U ED that 
has one of three possible skeletons. Apart from trivial 
modifications these three skeletons are the three indi
cated in Fig. 6.8. The different lines in this figure are 
identified by their slopes. The vertical lines can be 
either initial or final. 

Consider first the box diagram Ds of Fig. 6.80 It was 
shown in Sec. VI. D that for each G the skeleton diagram 
Ds has a preferred line Vr - Vs' Let this preferred line 
be, for example, the upper left-hand internal line of 
Ds. Then the vertices Vr and Vs are indicated by the 
heavy dot and little circle, respectively. In the figure 
the common signs TJg of the two lines g that cross the 
preferred line are shown as plus. Equation (6. 14) gives 
(6.19), with TJ equal to these two common signs TJgo For 
the second skeleton in Fig. 6.8 this same condition 
(6.19) holds as a consequence of (6.8), and the condi
tion that the sign TJ be equal to these two common signs 
TJgo For the third skeleton the same condition (6.19) 
holds for the same reasons, together with the fact that 
the sum of two vectors in V-n also lies in V-n• Thus all 
of the r(p) ER.~ that generate this arbitrary 11'=4 point 
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p satisfy the same condition (6.19). Hence no two can 
be related by a negative scale change. 

Consider next the case 11' = 2. The possible skeletons 
are shown in Fig. 6.9. 

Let TJ be fixed to be the sign TJg associated with the 
channel g defined by the first of these diagrams. In the 
figure TJ is shown as plus. The various signs TJg of the 
lines g in the second (i. e., box) diagram are then fixed 
by (2.25), together with the requirement that the line 
joining the two heavy dots cannot be a preferred line, 
nor can the line joining the two little circles be a pre
ferred line. For with every preferred line there is a 
light cone condition (6.14), and such a condition would 
contradict the 11' = 2 condition that the two vertices re
presented by heavy dots lie at the same space-time 
point, or the analogous condition on the little circles. 
The remaining two lines of the box are then the two pre
ferred lines, and the condition (6.14) associated with 
them gives the same condition (6.19) as was obtained 
from the first skeleton. 

For the next three diagrams of Fig. 6.9 the condition 
(6.8) immediately gives the same condition as was ob
tained from the first two diagrams. For the final dia
gram the n' = 2 condition that the two vertices represent
ed by heavy dots lie at the same space-time point, and 
the similar condition for the little circles, together 
with (6.8), require that the signs associated with the 
lines f{ be alternating, as showno The upper case gives 
the desired condition (6. 19). The lower case contradicts 
(2.25). Thus for all n' = 2 points there is a common con
dition (6.19), and a negative scale change is again 
precluded. 

F or the 11' = 3 points similar arguments work. There 
are essentially two cases. The first is shown in Fig. 
6.10. 

In this first case the two signs in the first diagram are 
the same, say plus. In this case the Vr and Vs are cho
sen to be the heavy dot and little circle, respectively. 
Then the remaining three diagrams shown, by argu
ments essentially the same as those given above, that 
the same condition (6. 19) holds in all four cases. 

The second n' = 3 case is shown in Fig. 6. 11. 

In this case the two signs in the first diagram are oppo
site, say plus and minus as shown. The signs in the box 
diagram are then forced to be those shown by Eq. (2.25) 
and the Il' = 3 condition that the lower right- hand line 
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FIG. 6.10. 
The skele
tons and 
signs for the 
first case 
n' = 3. 

not be a preferred line. The signs in the last diagram 
are forced to be those shown by Eq. (2.25) and the n' 
= 3 condition that the last two signs be opposite. These 
diagrams show that the same condition (6. 20) holds in 
all four cases. 

The arguments just given show that for any fixed G 
and fixed P E i - W there is a sign TJ such that all of the 
r(p} EI<. ~ that generate P give precisely the same condi
tion on the cone of analyticity C(P}. It remains to show 
that the corresponding domain of analyticity contains a 
path that remains in the mass shell. It was shown in 
Ref. 15 that each individual representation r(p} restricts 
C(P} to a full half plane in appropriate mass- shell vari
ables, provided the external trajectory lines lj of r(p} 
do not all intersect at a common point. This condition 
is satisfied at each point P E i - W, by virtue of prop
erty (c) 0 

APPENDIX A: PROPERTIES OF LANDAU 
SURFACES 

Several properties of Landau surfaces are derived in 
this appendix. A principal result is that each Landau 
surface L(DIT }' lies in a codimension-one algebraic sub
variety Of!fl, where;Y1 is the (3n - 4 O'N}-dimensional 
mass shell restricted by momentum-energy conserva
tion, and where the prime on L(DIT) , means that contri
butions to L(DIT) from star-graph representations are 
excluded. 

An earlier proof that Landau surfaces lie in algebraic 
varieties has been given by Chandler20 and Kershaw. 21 
However, in those works the Landau surfaces were de
fined by the a-form of the Landau equations. 22 These 
a-form equations are not equivalent to the original 
Landau equations, for they have extra solutions, which 
arise from points in a space where a certain discrimi
nant C(a} vanishes. These extra solutions are called 
second-type singularities. 23 There are cases, for ex
ample the Landau surface associated with the ice cream 
cone diagram, where these so-called second-type sin-
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gularities cover the entire mass shell/n (L e" the re
solvent is identically zero24). These second-type sin
gularities spoil the earlier proofs, but are not pertinent 
in the present work. 

The singularities of the functions Iv? lie, by virtue 
of the structure theorem, on a union Landau surfaces 
L(DITL Each Landau surface L(DIT} is defined by a cor
responding set of equations (4.2a-h). These equations 
are essentially the original Landau equations. Hence 
the functions Iv? do not have second-type singularities 
in their original real domain of definition. 

Each real Landau surface L(DIT} lies in a correspond
ing complex Landau surface L(D} defined by Eqs. 
(4. 2a-d). It is convenient to eliminate the conservation 
law equation (4. 2b) by introducing loop momenta, Let 
q! be the momentum-energy associated with closed 
loop I and let ke be the momentum-energy associated 
with the open loop e. Then the momentum-energy jJ j of 
line j is 

Pj =Pj(k, q} O'6TJilq! + 6 TlJe/?e> 
! 

(A1) 

where the TJil are as in (4. 2c), and the Tlje are the ana
logous quantities for the open loops e, The (n - 1) inde
pendent open loops e enter and leave the diagram D via 
the n external lines of D. For definiteness the open loop 
e is assumed to leave D via external line e and to enter 
D via external line n. Then I,'. equals ±Pe for e = 1, ... , 
II - 1. (The lower sign is for initial e. ) 

With the aid of (A1) the Landau equations (4. 2a-d) can 
be reduced to the equations 

p/(k, q} - m/= 0 (all j), 

and 

'La/-1=0., 

(A2) 

(A3) 

(A4) 

The coefficient Tlj! is zero if j labels an external line. 
Thus the aj needed in (A2) include only those corre
sponding to internal lines. However, parameters a j cor
responding to external lines can be introduced, and the 
external-loop analog of (A2) considered: 

(A5) 

Equations (A2}-(A4) define the Landau surface L(D}. 
Equations (A2}-(A5) define an associated subsurface 
V(D} c: L(DL Equation (A5) is the requirement that all 
of the external trajectory lines pass through some com
mon point. That is, each external line is assigned a 
parameter aj, and hence also a space-time interval 
t:.j = ajp j, and all of the external loops are required to 
be closed loops, This condition is property (c) of Sec. 
VI. E. 

Let z = (Zl' •• , , Z s) = (h, q, a) denote the set of compo
nents of the vectors ke and (j! togethor with the a j for 
j (::: Int. Then the Landau equations (A2)-(A4) are a set 
of algebraic (i. e., polynomial) equations 

(A6) 
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The set of points z E ([5 that satisfy all of Eqso (A6) is 
the algebraic subvariety V(g) =:; V of ([50 The set VX de
fined by 

VX ={z E V: (A5) is soluble} (A 7) 

is the set of point z E ([5 that satisfy both (A6) and (A5) 
for some set of ttj with j E Ext. 

Let k be the set of open loop momenta (kl> 0 • 0, k n_1 ), 

and let g/X(k) be the functions 

(A8) 

By the mass shell/l'; we mean now the algebraic sub
variety of k space 

hi = v0~/X) ={k: gr(k) = 0 all j E Ext}. (A9) 

The restricted mass shell hi' consists of all points k Elf! 
except those rare points for which each external momen
tum-energy vector P j(!?) is parallel to every other one. 
The restricted mass shellhi' is an X-dimensional analy
tic sub manifold of !? space. 15 Thu,=> ~Gr each point k ElY/ ' 
there is a mass-shell neighborhood uchJ' of !?, and a 
set (Zl' . ", ZN) consisting of N of the components of 
the loop momenta ke such that the equation 

(
o(g ex Z) ) 

rank ~k:'" m (k) = 4(11 - 1) (A10) 

holds for all points!? in U. These variables Zl, . 0 • , Z N 

are local analytic coordinates of the mass shell in U. 
That is, U is isomorphic25 to its image Z(U) c ([N. The 
mapping Z : ([4(n-1) - ([N is the projection of k space onto 
Z space. 

Let rp : ([5_([4(n-l) denote the projection of Z space 
onto k space. Then 

¢(V) =L(D), (All) 

where V = V[D] is the subvariety of cr 5 defined by the 
Landau equations (4. 2a-d) associated with the Landau 
diagram D. 

Some properties of Landau surfaces will now be de
veloped in a series of lemmaso The quantities rp, V, 
Zm, gj' etc., occurring in these lemmas are the quan
tities defined above. And in particular U is an open sub
set of the restricted mass shell/Yi' that is isomorphic 
to its image Z(U) in Z space. Equation (A10) holds for 
all k E U, and ¢-lU is the set of points z such that ¢(z) 
=k lies in U. The function Z(z)=Z(k,q, tt) is defined by 
Z(k, q, tt) =Z(k). 

Lemma Al: For any point z E [vn ¢-lU] there is a set 
of coefficients ttf(z) and a set of coefficients i3m(z) such 
that for all hE (1, . 0 , , s) 

" og. Ii, az 
LJ af(z).:;p (z) = D i3m(z)~ (z). 

JElntu Ext uZh m=l (}Zh 
(A12) 

The sum on the left-hand side of (A12) is restricted to 
the indices j E IntU Ext, and for any such j 

gj(z)=p/(I?,q)-m/. (A13) 

Furthermore, the a'j(z) for j E Int are given by 

(A14) 

With these restrictions imposed the remaining n coeffi-
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cients aJ(z), j E Ext, and N coefficients i3m(z), m = 1, o .. , 
N, are uniquely defined functions of Z E [vn ¢-lU]. 

Proof: The gj(z) in (A13) do not depend on the param
eters ajO Neither do the Zm(z) =Zm(k)o Thus if Zh is any 
one of the parameters aj' then (A12) holds trivially: 
Both sides vanish. If Zh is any component of one of the 
q/ then the right-hand side of (A12) vanishes because 
the Zm(z) depend only on the ke, not the q/, and the left
hand side vanishes by virtue of (A1), (A2), and (A13). 
Thus (A12) holds also for these Zh' Finally, consider 
those cases in which the Zh are components of the k e • In 
these cases (A12) can be written in the form 

" '( )og/X(k) _ ~ '" ( )aZm(k) = _" agj(z) 
Li aJ Z '" LJ I-'m Z ~k '" LJ a J '" , 

jEExt a!? m.l u e jElnt ok. 
(A15) 

where the Zk of (A12) are now the 4(n - 1) components of 
the 11-1 vectors ke • For fixed Z = (k, q, a) there are 
4(n - 1) unknowns, namely the N = 3n - 4 coefficients 
(3m(z) together with the n coefficients aJ(z) for j E Exto 
Thus, for fixed z, (A 15) is a set of 4(n - 1) linear equa
tions for 4(11 - 1) unknowns 0 These equations have a uni
que solution provided 

(
a(gex Z) ) 

rank ~,(> M (k) = 4(11- 1). (A16) 

This rank condition is just (A10), which holds for all 
Z E ¢-lU. Thus (A12)-(A14) has a unique solution for 
each Z E [vn ¢-lU]. QED 

Lemma A2: For any fixed Z E [vn ¢-lU] the unique set 
of (3m(z) defined in Lemma Al satisfies the N equations 

(3m(Z) = 0, 111 = 1, ... ,N, (A17) 

if and only if Z E VX, 

Proof: If Z lies in vn ¢-lU then the unique set of i3m(z) 
defined in Lemma Al is defined by (A15), and the points 
Z E VX are defined by (A7L But, given (A15), condition 
(A 7) is equivalent to (A 17). 

Lemma A3: Let aC V be any analytic sub manifold of 
([5 that lies in V. Let Z I a: a- ([N be the restriction of 
the mapping Z(z) to the sub manifold a. Let Z be any 
point on (In (V - VX) n ¢_1 U. Then the rank of the mapping 
Z I a at Z is less than N: 

rankzZ I a<N. (A18) 

Proof: Let Z be any point on ail (V - VX) n ¢-lU. Equa
tion (A12) holds for all !? E (1, .. " s). Thus it holds also 
if the Zh are replaced by a coordinate set25 (z{, ... ,zi) 
such that the coordinates (z{, .•• , Z n are local analytic 
coordinates of the (t -dimensional) analytic sub manifold 
a at z. Every function gj(z ') vanishes identically on a, 
near z' = Z '(z), since a lies in V = V(~L Thus, for every 
j, 

ag j ( ') _ _ -a ' Z - 0 for k -1, '0', t 
Zh 

(A19) 

at z'=z'(z). Hence the left-hand side of (A12), with the 
Zh replaced by the z~, vanishes for h= 1, ... , tat z' 
=z'(z). Thus the right-hand side also vanishes there: 

t i3 m(z ') az,;, (z') = 0 for h = 1, ... , t 
m=l GZ h 

(A20) 
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at z'=z'(z), Lemma A2 and the requirement of this 
lemma z E (V - VX) n ¢_1 U ensure that the ~m(z') are not 
all zero at z' = z '(z), But (A20) with some i3m(z') * 0 at 
z' = z '(z) is equivalent to the condition (A18): Each says 
that the rank of the matrix (ilZm/ilz[) at z'=z'(z), where 
the z~ are local analytic coordinates of a at z'=z'(z), 
is less than No QED 

Any point on any analytic subvariety is either a mani
fold point or a nonmanifold point, A manifold point of an 
analytic subvariety is a point having a neighborhood such 
that the restriction of the subvariety to the neighborhood 
is an analytic submanifoldo The remaining points of the 
variety are the non manifold points. 

Almost every point of any analytic subvariety is a 
manifold point, In fact, the non manifold points of any 
analytic subvariety are confined to an analytic subvariety 
of lower dimension,26 This latter subvariety can be sim
ilarly decomposed into manifold and nonmanifold pOints. 
By this process any analytic subvariety of ([5 can be de
composed into a finite set of disjoint analytic submani
folds a. 

For algebraic subvarieties a similar but more de
tailed result holds: 

Lemma A4: Let t be any integer, Any algebraic sub
variety of ([I can be decomposed into a finite set of dis
joint analytic submanifolds a each of the form aij = Vi 
- Vj' where Vi is an irreducible algebraic subvariety 
of ([I, Vj is a proper algebraic subvariety of Vi' and 
the dimensions of Vi and Vj satisfy 

dim Vj < dim Vi = dimaij 0 

Proof: Any algebraic subvariety of ([I can be decom
posed into a finite union of irreducible algebraic sub
varieties Vi 027 ,28 Each irreducible algebraic subvariety 
Vi of ([I has a well-defined dimension dim Vi' which is 
a nonnegative integer d -<:; t. The dimension of any alge
braic subvariety is the maximum of the dimensions of 
its irreducible components, and the following property 
holds27 ,28: If Vi is irreducible and VJ is a proper sub
variety of VI (L e., Vj C Vi but Vj * Vi)' then dim VJ 
< dimVi , 

Let Vi be any irreducible component of any algebraic 
subvariety of ([I. The set Vi is defined as the set of 
common zeros of some set of polynomials F = ifl, .. " 
fm)' Let rank~F be the rank of ifb "0 ,IT) at Zo Let r i 

be the maximum of rank.F over z E Vi' Let 

This set Vj is a proper subset of Vi and is defined by the 
zeros of certain determinants, which are polynomials, 
Thus Vj is a proper algebraic subvariety of Vj' and 
hence dim Vj < dim Vi' Evidently rank.F= r i on aij, and 
hence ali is a (t - ri)-dimensional analytic submanifold 
of ([1,25,29 Examination of the definitions shows that 
dimalj = dim Vi' 

The algebraic subvariety Vj can be decomposed into 
its irreducible components and the same procedure ap
plied, The dimension of Vi is the maximum of the di
mensions of its irreducible components, Thus the di
mension decreases at each step, and the process termi-
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nates after some finite number of analytic submanifolds 
a of the required form are obtained. QED 

Definition: Let the measure of a subset of ([N be the 
real 2N-dimensional measure of this set considered as 
a subset of R2N • 

Lemma A5: 

(A2l) 

Proof: The set V is an algebraic subvariety of ([so 

Thus, according to Lemma A4, it can be decomposed 
into a finite set of analytic submanifolds a, 

Consider anyone of these submanifolds a C V, Sard's 
theorem, 30 generalized to complex mappings, 31 asserts 
that 

meas Z[{z E a: rank~Z I a < N] = 00 (A22) 

Lemma A3 asserts that 

rank~Z I a<N at all z E an (V - VX) n ¢-lU. 

Thus measZ[an (V - VX) n ¢-lU] = 00 But V is a finite 
union of sets a, Thus measZ[(V- VX)n ¢-l U]=O. QED 

Lemma A6: The set ¢(V - VX) lies in a codimension
one algebraic subvariety V' of /1'10 

Proof: Chevalley's theorem32 ensures that the image 
under the algebraic mapping ¢ of a constructible set in 
([5 is a constructible set in ([4(n-l). For any t a construc
tible set in ([I is a subset of ([t that can be constructed 
as a finite union of sets au '= Vi - VJ' where Vi and Vj 
are algebraic subvarieties of ([t, Vi is irreducible, and 
Vj is a proper subvariety of Vio The set V - VX is con
structible in ([so Thus ¢(V - VX) is constructible in 
([4(n-l). Let aij = Vi - Vj be anyone of the finite number 
of sets from which ¢(V - VX) is constructed. By repeat
ed use of Lemma A4 one can arrange that aij is also an 
analytic sub manifold of ([4(n-l) of dimension dimaij 
= dim Vi' Since au lies inn!, dimaij -<:; dim!l'! = N, If 
dimai j = N then aiJ contains a set that is isomorphic to 
an open set in ([N, 33 This set must intersect/YI', since 
n} -nl' is a set of dimension less than N, Thus if dimaij 
=N then aij nn}' must contain a set a' that is isomorphic 
to an open set in ([N. Let k be a point in a', and consider 
the local analytic coordinates Zl, .. 0, ZN ofn}' in a 
neighborhood uc a' of k. The set un a' is isomorphic 
to an open set in ([N, and hence must be mapped onto an 
open set in ([N by the mapping Z that maps uclrl J onto 
Z(U) C ([N 0 But this contradicts the conclusion of Lemma 
A5 that measZ[(V- V')n ¢-lU] is zero. Thus dimaij 
= dim Vi < No Hence the constructible set ¢(V - VX) is a 
finite union of sets aii = Vi - Vj of dimension dimaij 
= dim Vi < N, Each set aij lies in the mass shell!!'} 0 
Hence the closure of each aij lies in the closed set If! . 
But aij is dense in Vi and its closure is Vi' Thus 
¢(V - VX) lies in a finite union of irreducible algegraic 
varieties Vi each of which lies in!!', and has dimension 
dim Vi <N. Thus ¢(V - VX) lies in a single algebraic 
subvariety of nl of dimension less than N. Any algebraic 
variety of dimension less than N is contained in an alge
braic variety of dimension N - 1. 27 

Lemma A7: Let Vi be any irreducible component of 
V. Let Vi' '= Vi n VX, Then ¢(Vi ) lies in the V' of Lemma 
A6 unless Vi = V/' 

Joseph Coster and Henry P. Stapp 1318 



                                                                                                                                    

Proof: Suppose VI ¢ V/. Then V/ is a proper subvari
ety of Vi' and dimVi

x < dim V;. But then Vi - V/ is dense 
in Vi' and Vi lies in the closure of V 1 - Vi'", But then 
¢(Vi) lies in the closure of ¢(Vi - V j

X
), since the map

ping ¢ is continuous. Thus ¢(Vi ) lies in the closed set 
V' that contains ¢(Vi - V/). QED 

Lemma AB: ¢(V) lies in a codimension-one algebraic 
subvariety oflY! unless for some i the set V coincides 
with V/ in some neighborhood U of some point Z E Vi" 
and, moreover, ¢(V/) contains almost all points ofll'!. 

Proof: The image ¢(V/) of any Vi'" is constructible 
and hence either lies in an algebraic subvariety of di
mension less than N, or contains almost all points of 
the mass shell. The former sets ¢(V;'") can be combined 
with V' to give an algebraic variety v'" of dimension 
less than N. If any Vi remains then this Vi must co
incide with V;", by Lemma A 7. But there are points on 
Vi that lie on no other irreducible component of V. Any 
such point Z E Vi'" V/ has a neighborhood U such that 
vn u=vin u=v/n u. QED 

The above lemma says that ¢(V) = L(D) lies in a co
dimension-one algebraic subvariety ofll'! unless the con
ditions (A5) that the external trajectory lines lj pass 
through a common point are redundant near some point 
of V; 1. e., the conditions (A5) are implied by the condi
tion (A6). 

The quantities i3m(z) that occur in (A12) have a simple 
but important interpretation, which is now described. 
Let the Pi> '" ,Pn be the external Pi' The mass-shell 
constraints ensure that at least one component of each 
Pi is nonzero. Near real points the energy components 
Pi ° are nonzero. In the following discussion it is as
sumed that these energy components do not vanish, but 
minor changes would allow the other cases to be 
encompassed. 

For each point k Ell', I the external Pj(k) are not all 
paralleL Thus for some j < n the vector Pi is not paral
lel to Pn. Let the labelling be such that Pn-1 is not paral
lel to Pn. Then for some space component, which is 
taken to be the 11 = 3 component, 

(A23) 

If the labels are arranged in this way, then the set 
(Z1' •. " Z N) can be taken to be the set consisting of all 
of the space components of all of the n - 1 vectors ke 

except for k~_1' For with this choice the quantity 

det(O(g/,Zm») =2n(p 0p3 -p0!p 3)"i1
2
p 0 oke'" n n_1 n- n j=1 j 

(A24) 

is nonzero, by virtue of condition (A23), and our con
vention about P j ° 0 This same condition also ensures 
that the projections onto (XO, X3) space of the external 
traj ectory lines In_1 and In of the space-time represen
tation of the point z of V must intersect at some point 
eX-o, X3). Let the origin of time be chosen so that T "'xo 
= O. Let the origin of space be the point at which the 
traj ectory line of particle n intersects the plane t '" XO 

= O. Then for each index j E Ext let Xj be the 3-vector 
from the origin of space to the point at which the trajec
tory line lj of external particle j intersects the plane 
t=O. 
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In general, each of the three components x/," (11-
= 1, 2, 3) of each vector Xj is a complex number. How
ever, the components xn1

, xn2
, xn3

, and X!_1 all vanish, 
by virtue of the choice of origin. The remaining 3n - 4 
coordinates xe" (11 = 1, 2, 3) are, apart from a factor of 
two, the coefficients i3m(z). In particular, if Z m = k~(<:::/ 

=p~S:/, then 

13m (z) = 2x~/:::/ (z), (A25) 

where the argument z of xe"(z) signifies that xe" depends 
on the point z E V, since, of course, the space-time 
representation of D depends on Z E V. For each j E Ext 
the parameter af(z) is the complex number such that 
Aj = a;pj is the space-time vector to the point (0, Xj) 

from the point v j on the external traj ectory j where this 
trajectory joins D. These determinations of the af(z) 
and of the J3 m(z) ensure that (A15), and hence (A12), 
holds. 

The identification (A25) means that the N-vector J3(z) 
with components 13 m(z), is determined in a simple way 
by the locations of the external traj ectories I j of the 
space-time representation corresponding to z E V. This 
vector J3(z) is zero, as noted in Lemma A2, if and only 
if the external trajectory lines all pass through a com
mon point. 

The N-vector i3(z) discussed above is also essentially 
the normal to the Landau surface at the image of z: 

Lemma A9: Suppose a is an analytic sub manifold of 
<r s that lies in V. Suppose z is a point of arl (V - VX) 
n ¢-lU such that the restriction Z I a of the mapping 
Z(z) to a has rank N - 1 at z. [Rank"> N - 1 is excluded 
by (AlB)]. Then there is a a-neighborhood of z, Uz 
C [an (V - VX) n 4>-1 U], such that Z(U.) is an analytic sub
manifold of <rN of dimension N - 1. This N - 1 dimen
sional analytic sub manifold Z(Uz ) lies in L(D). The 
normal to Z(Uz ) at Z(z) is well defined and nonzero, and 
it is equal to /3(z), apart from a nonzero scale factor. 

Proof: The rank of Z I a on ail (V - VX) II ¢ _1 U is, by 
virtue of Lemma A3, at most N - L Since the rank can 
decrease only on the zeros of certain determinants the 
rank must be N - 1 in some a-neighborhood of z 0 Thus 
there is a a-neighborhood of z, Uz c [ar I (V - VX) n 4>-1 U ], 

such that Z{uz) is an (N - I)-dimensional analytic sub
manifold of ~. 34 The normal to any codimension-one 
analytic sub manifold of <rN is well defined and nonzero. 
Let (z I, • , • , z~) be a set of local analytic coordinates25 

such that z{, ' .. , z: are local coordinates of a near the 
point z. Then the set of tN-vectors Th, with lz = 1, ' .• , I, 
whose components are T mh = az m/azh(z) span an (N- 1)
dimensional subspace of <rN, since the rank of Z I a at 
Z is N - 1. This (N - l)-dimensional subspace of a;N is 
the (N - l)-dimensional tangent space to Z(Uz ) at z. But 
then (A20) is the condition that the N-vector 13(z) be a 
nonzero multiple of the normal to Z(U,,) at z. QED 

This result that the pOSitions of the external trajec
tory lines lj determine the normal to the Landau surface 
was derived earlier15 by another method, for positive-
a surfaceso That earlier method involves nonalgebraic 
functions that develop singularities when any of the in
ternal aj vanish. The present purely algebraic method 
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extends the earlier results to the points z where one or 
more Oi j '" 0, 

Definitions: R is a real RC V; ¢R=¢/R; and L(D") 

=¢R(V)=¢(R). 

Lemma A10: Let D be any Landau diagram, and let 
V be the corresponding variety in cr'. Suppose ¢R(VX) is 
confined to a codimension-two algebraic subvariety of 
If I , Then there is a codimension-two algebraic subvariety 
WeD) oflf! with the following four properties: 

(l)fYI-IYI' lies in weD), 

(2) If z is a real point of R that is mapped by ¢ into 
L(D") - WeD), and if r(z) is the space-time representa
tion of D that corresponds to z, then the external lines 
lj of r(z) do not all intersect at a common point; i. e, , 
[3(z)"* 0, 

(3) The set L(U) - weD) is either empty or a codimen
sion-one analytic submanifold off"" that is confined to a 
codimension-one algebraic subvariety of /Yi. 

(4) If z and z' are two points of R that correspond to 
the same point k E L(D") - WeD), then r = r(z) and r' 
=r(z') are externally similar, i. e., there is a positive 
or negative scale change and an overall space-time 
translation that brings the external trajectory lines If 
of r' into coincidence with the corresponding lines lj of 
r, 

Proof: The required WeD) is 

W(D)",Wi(D)U W2(D)U W3(D)U W4(D), (A26) 

where Wi (D) is IYI -IYI'; W2(D) is the codimension-two 
algebraic subvariety of IYI that by hypothesis contains 
¢R(VX); W3(D) is the union of the algebraic subvarieties 
Vi and Vj of dimension less than N - 1 that arise in the 
decompotition, via the Chevalley theorem and Lemma 
A4, of the constructible set ¢(V - VX) into analytic sub
manifolds aij '" Vi - Vj; and W4 (D) is the closure of the 
image inIYI of the set of pOints z E R such that rank~¢ I a~ 
< N - 1, Here a. is the analytic sub manifold aiJ C Vi C V 
that arises in the decomposition of V by means of Lem
ma A4, and that contains z, and ¢ I az is the restriction 
of ¢ to az • 

The set Wi (D) is an algebraic subvariety of IYI of di
mension less than N - 2, Its presence in WeD) ensures 
property (1). 

The set W2(D) is a codimension-two algebraic sub
variety of IYI by hypothesis. Its presence in W ensures 
property (2), because the conditions that z be real point 
of V and that the external trajectories lj of r(z) have a 
common point is precisely the condition that z belong 
also to VX. 

The set W3 (D) is a finite union of algebraic subvari
eties oflYl of dimension less than N -1, and is thus an 
algebraic subvariety of In of dimension less than N - 1, 
The remaining sets Vi and aij in the decomposition of 
¢(V - VX) have dimension N - 1, by virtue of Lemma A6, 
and they include all points of L(D") - WeD), since ¢R(VX) 

lies in W(D). 

The set W4 (D) is 

W4(D) '" closure ¢{z E R: rank.¢ I a~ < N - 1}. (A27) 
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The set {z E R: rank,,¢ I a, < N - 1} is a constructible set, 
and hence so, by virtue of the Chevalley theorem, 32 is 
its image ¢{z E R: rank~¢ I a~ <N - 1} inIYl, But argu
ments analogous to those of Lemma A5 show that the 
image under ¢ of the set {z : rank.¢ I a. < N - 1} cannot 
contain any set ail '" Vi - Vj of dimension N - 1. Hence 
the closure of ¢{z E R : rank~¢ I a. < N - 1} is a finite union 
of sets VI of dim Vi < N - L Thus W4(D) is an algebraic 
subvariety of IYI of dimension less than N - L 

Each point k E L(D") - WeD) is a point near which 
L(D") is a codimension- one analytic sub manifold of IYI , 
by property (3). Hence the normal to L(D") at any point 
of L(D") - WeD) is well defined, On the other hand, every 
point z '" R that maps to any point k E L(D") - WeD) is a 
point Z E R where rankz¢ I a~ '" N - 1. Thus, by virtue of 
Lemma A9, the vector £3(z) associated with any z E R 
that maps to any k E teD") - weD) is a multiple of the 
well-defined normal to L(Da

) at k. Therefore, all of the 
vectors [3(z) that are associated in this way with any 
given k E: teD") - weD) are nonzero multiples of each 
other, Since all of the representations r(z) that generate 
any fixed point k E L(D") have their corresponding ex
ternal trajectory lines parallel, this equality (up to 
scale change) of the N-vectors i3(z) guarantees that these 
representations r(z) are all externally similar. Thus 
property (4) holds. QED 

The results obtained above refer to a Single Landau 
surface L(D), Let B be any bubble diagram and let 
F3 (k) be the corresponding bubble-diagram function 
[see Eq, (3.4)]. Let L(B) be 

L(B) '" U L(D"). (A28) 
D"CB 

The structure theorem says that the singularities of 
F3 (k) (at real k) are confined to L(B) [see (4.6)]. 

For any given B there is an infinite set of Da c B. One 
trivial way in which this set becomes infinite is illustrat
ed in Fig. AL As n runs from 2 to infinity the diagram 
in this figure generates an infinite set of diagrams. If 
the multiple loops in all these diagrams are formed 
from a single fixed pair of particles, and if the signs 
aj are all plus, or are all minus, then each of these 
diagrams gives the same surface L(D"). These D" are 
examples of nonbasic diagrams, which can, as we shall 
see, be ignored. 

A nonbasic diagram D" is a diagram that has a redu
cible part. A reducible part is a part R such that: (1) 
All the lines of R have the same sign + or -; (2) in every 
space-time representation of D" all the lines of R lie 
on one common space-time line; and (3) some vertex 
of D" is connected only to lines of R. 

Properties (1) and (2) ensure that all the vertices of 
R that satisfy (3) can be shifted along the common 

>~ ... ~ 
FIG. A7. A typical nonbasic diagram. 
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space-time line, and brought up against vertices that 
do not satisfy (3). By merging these coincident vertices 
one can construct for each nonbasic Da a basic DBa with 
the property that each representation r of Da is external
ly equivalent to some representation r' of D/. 

A contractible part of a Da c B must be a part of the 
diagram D; or D; that replaces some plus or a minus 
bubble b of B. Otherwise some sign would be a "sign" 
aj = ±, hence not a well-defined sign plus or minus. 
Thus the restriction of Da c B to basic diagrams is equi
valent to the restriction of the constituent diagrams D; 
and D; to basic diagrams D;a and D;a. 

Since every representation r of a nonbasic diagram 
Da is externally equivalent to a representation r' of a 
basic diagram Daa one may write 

L(B) = U L(Da), 
DaaCB 

where DB cr is a basic diagram. 

(A29) 

Lemma All: Let~ be any bounded region in k space. 
Then only a finite set of basic D; gives surfaces L(D;) 
that intersect ~. And only a finite set of basic DB gives 
surfaces L(DB) that intersect ~ . 

Proof: This was proved in Ref. 35. 

Remark: Because of the mass-shell and positive
energy (p j 0> 0) constraints a region ~ in k space is 
bounded if and only if the total energy of the process 
t"ZP/ is bounded. 

Lemma A12: Let R be any bounded region in k space. 
Let B be any fixed bubble diagram. Then only a finite 
number of basic DaaCB give surfaces L(Daa) that inter
sectf< . 

Proof: The flow-diagram ordering condition of Sec. 
VI. A, together with the conservation law condition 
(4.2b), and the positivity energy condition (4. 2g), en
sures that the total energy entering any bubble b of B 
is no greater than the total energy entering B. That is, 
a bound in k space implies a bound on the energy enter
ing each individual bubble. But the Landau equations 
corresponding to Daa cannot be satisfied unless the 
Landau equations for each of the constituent parts D;a 
and Dba can be satisfied. Thus the bound, mentioned 
above, on the energy entering each bubble b, together 
with Lemma A 11, implies that for each b the corre
sponding D;a or Dba must be one of a certain finite set 
of diagrams. However, only a finite set of diagrams 
DBa can be constructed from the finite sets of D:a's in
serted in all possible ways into the finite set of bubbles 
b of B. 

Definitions: 

D~ c ={Da : Dac B EB~C}, (A30~ 

(A31) 
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Let ~ be a region in k space and let Naf/<.) be the number 
of basic D/ Ef) such that L(D/) () ~ '" 1>. 

Lemma A13: If ~ is bounded then Naf/<.) is finite. 

Proof: The number of pairs (G, 1) is finite. For each 
(G,11) the setB~C is constructed so that in any bounded 
region~ only a finite set of BEB~c satisfy the conser
vation law, positive energy, and mass-shell conditions 
associated with the explicit lines of B. These conditions 
are included among the Landau equations associated 
with the diagrams D/ c B. Thus only a finite set of B 
EB~c can have DaacB that give surfaces L(Daa) that in
tersect any bounded ~. But then the finiteness of Na(j~) 
follows from Lemma A12. QED 

Definition: f)c =D+c U D_c. 

Lemma A14: Suppose for each Da" Ef) c that there is 
a real region Raa C Vaa such that 1> (Ra' () VX) is confined 
to a corresponding codimension-two algebraic subvari
ety of hi. Then there is a codimension-two algebraic 
subvariety W of hi such that 

(1) /1'1 -hi' lies in W; 

(2) if Z lies in U Ra" and r = r(z) 

corresponds to a point k i. W then the external trajectory 
lines lj of r do not all pass through a common point; 

(3) the set U ¢(R/) - W is either empty or a codimen
sion-one analytic sub manifold of hi' that is confined to 
a codimension-one algebraic subvariety of hi. 

(4) if z and z' lie in U Ra' and if both z and z' corre
spond to the same point k <i W, then r = r(z) and z' =' r(z') 
are externally similar. 

Proof: This result follows immediately from Lemma 
A10 and A13, for the set 

W=' U W(Daa) 
DC'Ef)c 

restricted to any bounded region is a finite union of 
algebraic varieties. Hence W is an algebraic variety. 

Lemma A15: Let Lc S be the set of pOints k generated 
by at least two externally similar but not externally 
equivalent representations of diagrams Daa cf) c. [The 
pertinent definitions lie between Eqs. (6.16) and (6.17). ] 
Let Lc E be the closure of the union of the codimension
one analytic sub manifolds contained in Lc s. Then Lc S 

- Lc E lies in a codimension-two algebraic subvariety. 

Proof: It is sufficient to prove that Lc S is construc
tible, for in this case Lc S is a finite union analytic sub
manifold of the form aij = Vj - Vj where Vi and Vj are 
algebraic varieties and VJ is a proper subvariety of Vi' 
The set Lc B is then the closure of the union of the ai i of 
codimension-zero or codimension- one, and Lc S _ Lc E 

is contained in the finite union of the codimension-two
or-more algebraic varieties Vi into which Lc S is 
decomposed. 

To show that Lc S is constructible it is sufficient, by 
virtue of the Chevalley theorem, to show that it is the 
image under an algebraic mapping of a constructible 
set. It is enough to deal with k space restricted to an 
arbitrarily large sphere centered at the origin, because 
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the result to be established is that LG S - LGE restricted 
to every such sphere lies in a codimension-two algebraic 
subvariety. But then, by virtue of Lemma A 13, it is 
sufficient to consider only a finite set of DB a cf) G' Let 
r '" lTr Babe the tensor product of the spaces r a a of vari
ables k, q, Cl!, and v, associated with these DBa. Here 
k is the set of external 4-momenta, q is the set of inter
nal 4-momenta, Cl! is the set of Cl! parameters, and v is 
the set of 4-vectors that specify the positions of the ver
tices of the space-time representations of D/. The 
pre-image of LG S in r is a constructible set, One sees 
this by considering in turn each pair (DB"' DB"') of DB"'s 
in the finite set, and noting that the condition for the 
coincidence of the two external trajectory lines le and 
Z: connected to external line e in DBa and DBa', respec
tively, is the condition that the difference t:.e "'viCe) 

- v~(e) of the positions of the external vertices connected 
to e in DB" and Daa. be parallel to Pe • This condition 
can be expressed algebraically by the vanishing of the 
Gram determinant of the two vectors t:.e and Pe, Im
posing this requirement for each e, and then deleting 
the set where all t:.e = 0 gives a constructible seL The 
union of these constructible sets over the finite set of 
pairs (DBa, Da"') gives a constructible set whose projec
tion onto k space is LG s. Then the Chevalley theorem 
implies that LG S is constructible. QED 

The conclusions (a), (b), and (c) listed below Eq. 
(6019) in the main text follow from Lemmas A14 and 
A15. The sets Rs"C Va" of Lemma A14 are taken to be 
the sets of real points of Va" that do not generate points 
h of the exceptional set LG E. Then, by virtue of Lemma 
A15, points!? E: LJ ¢(RB") generated by pairs of externally 
similar representations that are not externally equiva
lent are confined to some codimension-two algebraic 
subvariety W', This subvariety W' contains U ¢(Re" 
i \ Va"X), which ensures the condition of Lemma A14, The 
choice WG = WU W' ensures that conclusion (b) follows 
from consequence (4) of Lemma A14, to the extent that 
the diagrams D" in condition (b) are restricted to basic 
diagrams Da a, Moreover, conditions (a) and (c) follow 
from consequences (3) and (2), in this case. However, 
if the properties (a), (b), and (c) hold with the Dcr re
stricted to basic diagrams Da" then these three proper
ties also hold without this restriction. For each repre
sentation of a nonbasic D" is associated with a unique 
externally equivalent representation of a basic diagram 
DB" that corresponds to the same point !?, The fact that 
external equivalence is an equivalence relation then ex
tends the properties (a), (b), and (c) restricted to the 
set of basic diagrams DB" Ef)G to the set of all D" Ef)G' 

APPENDIX B: COMBINATORIC IDENTITIES 

Let H be any finite set. Suppose that 

and 

AH = r: (- l)"(H') BH ' 

H'CH 

H'·CH' 

(B1) 

(B2) 

where the sums run over all distinct subsets H' of H 
and H" of H r, respectively, and n(F) is the number of 
elements of Fo Substitution of (B2) into (B1) gives 
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(B3) 

where 

X HH " = 2:) (_ l)"(H')- "(H"). (B4) 
H"CH'CH 

Clearly X HH " = L Comparison of the expression for the 
remaining quantities X HH " with the binomial expansion 
of (1 ~ l)"(H)-"(H") shows that X is the unit matrix: 

{

1 for H=H", 

X HH " = OHH" '" 0 for H*H". (B5) 

This result implies (2.5), It also implies that the quan
tities T HG defined for every G and H by 

THG = 2:) (- l)"(G')THG , 
G'CG 

satisfy 

T HH , = 2: (_l)"(H")TH
H", 

H·CH ' 

(B6) 

(B7) 

The substitution of (B7), with H = ¢, into (B6) gives 

THG = 2: (_l)"(G') E (_l)"(H")TH " 

G'eG H"CHG' 

= B (_l)"(G') 2:) (_l)"(G") 2:) (_l)"(H')TG"H' 

G'ee G"CG' H'CH 

= 2:) ~ (- l)"(G ')_"(G") B (_ l)"(H') rG "H' 

G"G"CG'CG H'CH 

= :0 (- l)"(H')ra H', (BB) 
H'CH 

where (B5) is used to get the last line. This result is 
(40 17b), The result (4, 17c) follows from repeated appli
cation of the identity 

T H G = T H Gk + T Hk G , 

which follows from (B6), which is (4. 17a), via the 
equation 

THGk = 2:) (-l)n(G)T
HG

, + ~ (- l)"(G)+lTHkG , 

G'CG G'CG 

= THG - T Hk
G

, 

(B9) 

(B10) 
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Self-interacting, boson, quantum, field theory and the 
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By use of a finite volume, lattice approximation, we set up an approximation to the analytic continuation of 
a polynomial, self-interacting boson quantum field theory from Minkowski space to Euclidean space. The 
infinite volume limit for various boundary conditions is shown to exist and to be asymptotic to the perturbation 
expansion in the coupling constant gat g = O. For g:cj>4:d theory we prove mass renormalizability and show 
how, by use of Nelson's reconstruction theorem, the corresponding Minkowski space quantum field theory 
can be obtained. We discuss, at least for d? 4, how statistical mechanical techniques, used to analyze the Ising 
model in the critical region just above the critical temperature, can be used to compute the properties of 
quantum field theory. 

1. INTRODUCTION AND SUMMARY 

Since the introduction of quantum field theory, there 
has remained a question as to whether, and under what 
circumstances, it was a real theory. Did it make 
precise predictions for physical phenomena, and if so 
how could one calculate them. In the case of quantum 
electrodynamics, the electric charge, or coupling con
stant, is sufficiently small so that a perturbation ex
pansion in the coupling constant gives sufficient ac
curacy for experimental purposes using only a few 
terms. The theoretical question of whether the theory 
defines a unique, precise result however has not been 
resolved. The problem is more severe and of greater 
practical importance in the case of the strong interac
tions where the coupling constant is larger and ac
curacy adequate for experimental purposes cannot be 
obtained from the first few terms of the invariant 
perturbation series. Indeed, as the series is likely di
vergent, simple series summation is of limited value 
in obtaining accurate answers. 

A substantial amount of work has been done on this 
problem in the case of two-dimensional systems (one 
space and one time dimension). The reader is referred 
to Glimm and Jaffe. 1 Dimock2 has established that for 
self-interacting Boson theory in two dimensions the 
perturbation series in the coupling constant is asymp
totic to an infinitely differentiable theory, at least over 
some small interval in the coupling constant. However, 
the complete resolution of the theoretical problem has 
not yet been given even in two dimensions, much less 
the resolution of the practical question. 

A fundamental advance was made by Nelson. 3 He was 
able to show that a quantum field theory could be con
structed from a simpler object. Quantum field theories 
are related to the properties of Minkowski space where 
the distance between two points is given by ds 2 = - dx2 

- dv 2 
- dz 2 + dt2 instead of the usual Euclidean formula 

with all plus signs. (The velocity of light is taken to be 
unity. ) Schwinger,4 generalizing a technique used pre
viously in perturbation theory, studied the analytic 
continuation of the vacuum expectation values to imagi
nary times. When the continuation is carried out, the 
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characteristic symmetry group becomes the orthogonal 
group in four-dimensional, Euclidean space rather than 
the Lorentz group in Minkowski space. Symanzik5 then 
made the important discovery, using multiple Wiener 
integrals of functionals, that, at least for certain model 
systems described by Lagrangians, Euclidean, Boson, 
quantum field theory was mathematically very similar 
to a classical statistical mechanical system. Nelson3 

isolated the important Markov property (roughly, if one 
has complete information about a system on the bound
ary of a region no additional information about the in
terior is gained by a further knowledge of the exterior) 
and showed how to reconstruct a quantum field theory 
from a Euclidean field theory with this property. It is 
not however particularly easy to give examples of Mar
kov fields. Nelson6 has, however, shown that the free 
fields of mass III in d dimensions have this property 
and hence lead by way of his reconstruction theorem to 
free field, Boson, quantum field theory. 

If a Euclidean field theory satisfies the properties 
required by Nelson3 or more generally by Osterwalder 
and Schrader 7 then a quantum field theory may be con
structed from it. Thus their work has reduced the 
problem of existence and perhaps also computation to 
the study of the Euclidean problem. The fundamental 
starting point is the Feynman-Kac formula 8 for the 
vacuum expectation value 

(no. exp(- fH)no; = E(exp(-gV)). 

where H is d - 1 dimensional, t is a pseudo-time, and 
V is the d -dimensional interaction. The left-hand side 
(Fock-space expression) has no time-ordering operator 
because that operator acts only on the real part of the 
times which are all zero. The right-hand side is the 
expectation value with respect to a Markovian, Gaussian 
random process. The fundamental Feynman-Kac formu
la has been extended by Osterwalder and Schrader 9 to 
boson-fermion models and, though technically more 
complex, should serve as the basis for an extension of 
the present work to such systems. 

A logical next step in an effort to establish a compu
table quantum field theory is to introduce a partition of 
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space into cells and to consider only one field variable 
per cell. One then has the analogy to a crystal lattice. 
Unknown to us at the beginning of our investigation, a 
similar approximation was extensively studied by 
Guerra, Rosen, and Simon 10 for the case of two space
time dimensions. Once the lattice approximation has 
been introduced over a finite volume there are two 
limits to be taken. These limits are (i) the volume goes 
to infinity and (ii) the lattice spacing goes to zero. The 
latter limit is equivalent to the usual ultraviolet cutoff 
going to infinity. Our approach is first to take the 
thermodynamic limit, that is, the volume goes to in
finity, and then to let the lattice spacing go to zero. We 
will work in an arbitrary (d? 2) number of dimensions. 
The approach of Guerra, Rosen, and Simon 10 differs 
from ours fundamentally in that they contemplate first 
taking the lattice spacing to zero and then the volume to 
infinity. 

Our work in this paper is concerned with self-interac
ting, Boson field theory. Aside from g: cp2 : d field 
theory, which is equivalent to changing the mass in free 
field theory and has nQ scattering, our most complete 
results are for g: cp4 :d field theory. We discuss these 
results in Section 7. Since mass renormalization sim
ply means adjusting a parameter of the underlying 
theory, the bare mass, so that the mass predicted by 
the theory will equal the experimental mass, a theory 
will be mass renormalizable if that condition can be 
met. We show (with a qualification) for g: cp4:d theory 
that the bare mass can be adjusted so that the mass pre
dicted ranges over 0 < m < 00. Furthermore, for the 
lattice spacing A> 0 the mass is a monotonic, uniformly 
continuous (in the volume) function of the bare mass for 
all values of the coupling constant. Consequently, the 
mass renormalization can be carried out. We further 
show that the cluster property, i. e., exponential decay 
of the field correlations at long distances, holds. Fur
thermore, the Schwinger functions and the free energy 
(the fundamental objects of the theory) are continuous 
functions of the coupling constant for all g, and are de
fined in a nonzero region by the asymptotic, perturbation 
series at g= 0, at least if the lattice spaCing A> O. The 
basic Wightman functions, which are the fundamental 
objects of axiomatic field theory, are constructed by 
analytic continuation of the Schwinger functions by means 
of Nelson's reconstruction theorem 3 or Osterwalder 
and Schrader's 7 results. 

An outline of our procedures is as follows: In the 
second section we set up on a finite volume with a finite 
lattice spacing a set of Gaussian random fields which 
are coupled to each other by the d-dimensional differ
ence approximation to the ordinary free field Lagrangian 

In the third section we define the normal ordered 
product on a discrete lattice. 

In the fourth section we show the existence, by the 
use of a number of inequalities known in statistical 
mechaniCS, of the infinite volume limit at fixed lattice 
spacing. These limits depend explicitly on the general, 
semibounded polynomial interaction assumed, and on 
the type of boundary conditions imposed. We show gen
erally that certain inequalities hold between results for 
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different types of boundary conditions, and for some 
cases we can establish equality. 

In the fifth section we show the relation of the limiting 
functions to the perturbation series in the coupling con
stant. By means of generalized Padt!! approximants and 
the method of Villani's limit theorem we can construct 
from the volume-dependent perturbation series alone 
the infinite volume limit of the free energy and the 
Schwinger functions. These limits have the properties 
of being continuous for all real, nonnegative g, and 
strongly asymptotic to the coupling constant expansion 
in an angular wedge of angle at least 7T at g = 0, for the 
lattice spacing greater than zero. 

In the sixth section we discuss mass renormalization. 
In this section we bring out the relation of field theory 
to critical phenomena. The mass in field theory is 
directly analogous to the inverse range of correlation in 
a statistical mechanical lattice system. Since we seek 
a theory where the lattice spacing goes to zero, and 
physical phenomena happen at finite separation, then 
VA - 00, where ~ is the correlation length. In other 
words, we must be approaching the critical point as 
the lattice spacing tends to zero. The mass renormali
zation condition adjusts the bare mass so that the sys
tem behaves as if, in statistical mechanical language, 
it were at a temperature just above the critical tem
perature, and tending to the critical temperature as the 
lattice spacing goes to zero. We show that the renor
mali zed mass has certain monotonicity properties as 
a function of the bare mass, but have not proved, for 
the general models, continuity which is needed to com
plete the proof of mass renormalizability. As we re
marked above. this result is proven for the special 
case g: cp4 :d in the seventh section. 

In the eignth section we discuss the computability 
particularly for the g: cp4 :d theory. We find that what is 
needed is to compute the asymptotic behavior in the 
critical region. The method of high-temperature ex
pansions, such as employed by Fisher and Burfordll in 
their study of the spin- spin correlation functions in the 
critical region, would seem adequate, at least for 
d? 4, where the limit of the mass and (d> 4) coupling
constant renormalized, g: ¢4 :d theory is a continuous
spin Ising mode 1. 

Finally, in the appendixes we give some additional 
technical material. In Appendix A, we review, and ex
tend, the relevant inequalities of statistical mechanics. 
In Appendix B, we give a brief review and slightly ex
tend the known results on generalized Pade approxi
mants as they are particularly relevant to the Padt!!
Borel summation method. In Appendix C we give the 
proof of the continuity of the renormalized mass in 
g: cp4 :d theory. In Appendix D we discuss Nelson's re
construction theorem and how it relates to our results 
for g: ¢4 :d theory. 

2. LATTICE FIELD THEORY 

Nelson3 has shown under a mild assumption that if one 
has a Markov, random field defined over a d-dimen
sional, Euclidean space, one may construct from it a 
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field theory which satisfies all the Wightman axioms 
for a relativistic field theory in Minkowski space. The 
problems of noncom muting operators are replaced by 
the problems of correlated random variables. The ex
pectation values with respect to the random field are 
related to the expectation values in Fock space by the 
Feynman-Kac formula 

E(exp( - gV)) = (120' exp( - tH)S1o> (2.1) 

where H is d - 1 dimensional, t is a pseudo-time, 120 
is the vacuum state, and V is the d-dimensional interac
tion. It is this formula which is fundamental to our ap
proach. We seek to establish the existence of such a 
Markov, random field. Nelson6 has shown this can be 
done for the free field. As motivation for our approach, 
we start on this study in such a way that many of the 
techniques of rigorous statistical mechanics can be 
used, and we keep in mind the type of Euclidean-space 
properties that Osterwalder and Schrader 7 found were 
necessary and sufficient to insure the existence of a 
relativistic field theory. 

Let us now consider a box in d-dimensional, Euclidean 
space with each edge of length L, and divide it into N 
intervals in each direction. We have Nd cells. Let us 
assign a field variable ¢r to each cell. The subscript r 
is a d-dimensional vector which takes on the possible 
values O· L/N, 1· L/N, ... , (N - 1)· L/N for each of its 
d components. It will be convenient to use the notation 
I::. = L / N for the lattice spacing between the cells' cen
ters of our box. It is also convenient to introduce the 
momentum transformed variables 

tflo=(I::.)t!:0 exp(2'1Tik'r)¢r (2.2) 
r 

for k on a lattice of spacing L -1 in each direction, and 
centered at the origin. The reverse transformation is 

¢r = (L t d :0 exp( - 27iik· r)({k 
k 

(2.3) 

by the standard Fourier transform theory. Next we in
troduce an action function for a free field of mass 1110' 

It is 

(2.4) 

The summation over the set {5} is a sum over half of the 
nearest-neighbor cells of the cell r. The set {5} 
= {(I::., 0, ... ,0), (0,1::., ... ,0), ... , (0,0, ... , I::.)}, ex
cept for r on the boundaries of the box where the term 
of the summation corresponding to 0 = 77, the vector nor
mal to the hypersurface of the box is missing as ¢r+" 
lies outside the box. Formula (2.4) is the discrete 
analog of the usual field theory formula 

A. = f L df = ~ f dt dd-1x [(\7'11)2 + m; '112]. (2.5) 

In terms of ({k of (2.2) we may rewrite (2.4) as 

A+ = tL-d:0 {:0 [41::.- 2 sin2 (1Tk' 5)1 + m~}(hlf_k 
k {6) 

- tl::.d
-

2 :0 (~0r+(1-N)" - ¢r? (2.6) 
5 

where the last summation is over the "upper" surfaces. 
that is those with coordinates (L - 1::.. r 2 • ••• • r), 
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(r1 , L - 1::., ... , r
d
), ••• , (rl' r 2 , ••• , L - 1::.), where 

o cS r i cS L - I::. are arbitrary. Edge and corner points will 
appear more than once. This action function A+ corre
sponds to free boundary conditions. 

In addition to Eq. (2.4), we will find it desirable to de
fine a corresponding A for periodic boundary conditions. 
The formula is identical to (2.4) except that now the 
difference terms on the boundary, instead of being 
omitted when they extend to a cell outside the box, are 
defined by the periodic condition 

¢r+f) =: <Pr+ n"'NhJ 

which is in the box. In terms of the qlo we have the action 
function A for periodic boundary condictions diagonalized 
as 

as the surface term in (2.6) vanishes by definition. To 
make contact with the usual field theory form we note 
that for I::. very small and Ikl =0(1) Eq. (2.7) goes to 

A"'} I dd k(41T2 IkI 2 + m~)({kq_k' 

which is the familiar type. 

(2.8) 

While it would be quite curious if the final theory were 
to depend on which boundary conditions we impose, we 
need to consider several types in order to accomplish 
our demonstrations. One further type of boundary con
ditions we have found useful are the Dirichlet boundary 
conditions. These boundary conditions are obtained by 
adding a complete additional layer of cells over the en
tire surface of the box which interact as in (2.4); how
ever. the field variables in these cells are held fixed 
at 1) = O. The corresponding action function for Dirichlet 
boundary conditions may be put in a symmetrical form 
by expanding the squared difference term in (2.4) as ex
tended. and rearranging the sum. We obtain for the 
Dirichlet boundary conditions an action function 

where any ¢r+6 outside the box is set to zero. The 
various action functions are related by 

A_ =A + I::.d- 2 2:: ¢r¢r+ (l-N)"' 

5 

(2.9) 

(2.10) 

We are now in a position to introduce our discrete 
random fields in terms of the following unnormalized 
distribution functions 

dfJ.+=exp(-AJ n d¢r' 
r 

dfJ. =exp(-A)n d¢r' (2.11) 
r 

ilfJ._ =, exp( - AJ n d¢r, 
r 

which correspo.nd to free. periodic, and Dirichlet 
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boundary conditions, respectively. Corresponding to 
these measures we introduce the unnormalized ex
pectation values 

E.(f)=j fdJ1.., E(f)"",jfdJ1., E'(f)=j fdJ1._, 

(2.12) 

and weakly normalized expectation values 
~ 4 ~ d 

E+(f) "",EJf)FL , E(f)=E(f) FL • (2.13) 

Ejf) = Ejf) F Ld, 

where from (2.7) we define the normalizing factor per 
unit hypervolume as 

(
t:..d)Il-4/2 l/ZIl' 

F = 21T exp{ ~ .t /21l ..• J dk In[m~ + 4t:..-2 

the usual second quantization formula 

qk"'" (2w t t 1/2[a(k) + a*( - k)], (3.3) 

and Eq. (2.3), we obtain the corresponding Fock space 
operator 

.p(r)= .p-(r) + q,+(r), (3.4) 

where 

.p-(r) =L-4 6 [exp(21Tik' r) a(k)/(2w.P/2], (3.5) 
I 

Now, by definition, the normal ordered product is 

(3.6) 

These expectation values have the property that 

(2.14) where (~) is the binomial coefficient. As an example of 
the reduction by means of the commutation relations, 
we consider p = 2 . 

(2.15) 

The formula for F was derived by computing the ex
pected value of unity using (2. 7), (2.11), and (2.12), 
and by showing that the surface contributions for the 
other boundary conditions do not affect the result (2.15) 
provided t:.. > 0. 

3. NORMAL ORDERED PRODUCT ON A 
DISCRETE LATTICE 

One of the things which makes field theory technically 
difficult to treat is the occurrence of the normal
ordered products. The normal-ordered product differs 
from an ordinary product in that all the creation opera
tors are placed to the left of all the annihilation opera
tors. These products can, by means of their commuta
tion relations be re-expressed in terms of ordinary 
products. Our analysis follows that of Nelson, 12 
Glimm, 13 and Glimm and Jaffe. 14 We will consider 
periodic boundary conditions. The action defined by 
Eq. (2.7) is plainly by (2.10) a positive-definite (m~ > 0) 
quadratiC form in the variables ¢r which can be taken 
as symmetric. For large val ues of L and small t:.., as 
we see in (2.7) the Nd eigenvectors are combinations of 
qk and q-k and the N d eigenvalues are the coefficients of 
qkq-k' 

In order to associate Fock space operators with this 
discrete momentum theory 15 we introduce a creation 
operator. a*(k), and an annihilation operator, a(k), for 
each k of (2.2). These operators satisfy the usual 
Boson commutation relations 

la(k), a*(k')]=£do k •k " 

talk), a(k')]=O, 

ia*(k), a*(k')]=O, (3. 1) 

where /)<>,8 is the Kronecker delta which is 1 if Q! "'" {3 

and zero otherwise. Now using the notation 

wt=Hm~+4A-26sin2(1Tk·o)J, (3.2) 
( OJ 
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.p2(r) = [.p·(r)J2 + q,+(r) .p-(r) + q,-(r) q,+(r) + q,-(r)2, 

=: q,2(r): + q,-(r) q,+(r) - q,+(r) q,-(r). (3.7) 

Using (3. 5) and (3.1) we may evaluate the commutator 
in (3.7) as 

CL = 2~2i1 ,0 [exp(i(k-k)· r)Ld/wtJ, 
t 

(3.8) 

independent of r. If we reduce out all the commutators 
in this way, we obtain by induction 

p _ [P~J p! 
q,(r)-0 (p-2')/'/ 2- i Ci,:q,P-2 i(r): (3.9) 

;=0 J . J. 

or inverting this equation 

[P/2J p / 
: q,p(r): = L (_l)J :. 2-i C~ q,P-2i(r). (3.10) 

j,O (P-2J)lJ! U 

Thus the normal ordered operators for periodic bound
ary conditions are polynomials in the ordinary q,'s with 
coefficients depending the commutator CL and independent 
of r. 

The first limit we will be concerned with in our con
struction of a Markov, random field from which to con
struct a self-interacting Boson field theory will be the 
"thermodynamic" limit, L - co, with the lattice spacing 
A fixed. In this limit, (3. 8) goes over directly to 

J
1

/ 21l dk 
C = lim C L = ... 2 2 2 (3 11) L~~ -1/21l !"mo+4A- L(o, sin (1Tk·O) . 

as in this limit the spacing between the discrete k's goes 
to zero and they fill the hypercube indicated by (3. 11). 
Since for a fixed value of A and I q,( r) I, we can by 
choosing L large enough make: q,1>(r): arbitrarily close 
to that obtained by substituting C for CL in (3. 10), and 
since it will be convenient later on to have an interac
tion which is independent of the box size, we define the 
random field equivalent normal ordered product as 
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Jp/2J pI 
.q,P._" (I)J . 2-JCJ,!,rP-2J. 
. r' - ko - (P - 2j) !j ! 'I' 

(3.12) 

For future reference, we note that for ~ very small, 

C oc -ln~, 

C finite, 

d> 2, 

d=2, 

d< 2, (3.13) 

gives the asymptotic behavior of the constant C as the 
ultraviolet cutoff (~- 0) is removed. This potential in
finity must be borne in mind during subsequent analysis. 

4. THE INFINITE VOLUME LIMIT 

We have introduced in the previous two sections the 
free field action and the quantum field theory normal 
ordered product in the context of discrete random fields. 
Now we will introduce the fundamental objects of the 
Euclidean quantum field theory. First, for our interac
tion, we choose an even polynomial in the normal 
ordered products 

(4.1) 

where the aJ are independent of r, ap= 1, and the: 1>;): 
are given in terms of the 1>r by Eq. (3.12). This in
teraction is the linear sum of terms which act only with
in a single celL 

We need the following objects. First the partition 
function (periodic boundary conditions) 

Z = E(exp( - gV», (4.2) 

where the unnormalized expectation value defined by 
(2.13) is used. A similar formula defines the corre
sponding partition function for free and Dirichlet bound
ary conditions. The connection with the Fock space 
operators is given by 

<no, exp( - L:,dtH)no) = [E(exp( - gV»J/[E(I»). (4.3) 

We further need the Schwinger functions or corre
lation functions in the language of statistical mechanics. 
The Schwinger functions are the analytic continuation of 
the Wightman functions to the Schwinger, imaginary 
time, i. e., Euclidean space, pOints. They are defined 
as 

S(rl , r 2 , ••• , r") = E(cf>r cf>r •• , CPr exp( - gV»/Z, 
1 2 n 

(4.4) 

and similarly for the other boundary conditions. 

The main tool that we will use in discussion of the 
limit of (4.2) and (4.4) as L - 00 will be various in
equalities. In Appendix A we discuss the requirements 
for validity and list for reference some of those which 
are useful here and occur in the statistical mechanics 
literature. Some of them have been extended to cover 
our cases. First we will relate the quantities defined 
by the various boundary conditions. From Eq. (2.10), 
since exp( - cf>2) ~ 1 for all real cf>, it follows at once that 

(4.5) 

Let us now consider the relation between Z and Z_. We 
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can gofromZ_ to Z continuously by inereasing.from 
zero to unity, one at a time, the coefficients Ar of each 
term in the 1:5 given in (2. 10). If we compute, 

0: Z_{A}=E_{A}(~d-2cf>rcf>r.1U_Nmexp(-gV»~0 (4.6) 
r 

by the Griffiths inequality (A3). Thus by the integra
tion of (4.6) we can conclude 

(4.7) 

For the Schwinger functions, if we do the same thing, 
then 

=[E_{A } (cf>rcf>., (l-Nl11 1>"1. 00 cf>r" exp(-gV)) 

XEJA }(exp( - gV» - EJ \.} (cf> rcf>1'+(1-Nm exp( - gV)) 

x EJ A }( cf>r ... cf>r exp( - gV))) [EJ A}( exp( - gV»)-2 ;" 0 
1 n 

(4.8) 

by the Griffiths-Kelly-Sherman inequalities (A5). Thus 
integrating (4.8), by a similar argument on the relation 
between A_ and A., we have 

S(r1 , ••• , r,,) ;"SJr1 ,. , ., rn);" 0, 

S.(r1 , •.. , r") ;"SJrl , ••. , r") ",0, 

(4.9) 

where the positivity comes from Griffiths inequality 
(A3). 

Let us now derive an upper bound for S. First we in
troduce the notation 

Now, by the inequality between the geometric and 
arithmetic means, 16 we have 

1 " " " - L x1 ;" f1 Xi;" f1 1> i . 
n i=l i=l i=l 

(4.10) 

(4.11) 

Since, for periodic boundary conditions every cell is 
equivalent, for the purpose of taking the expected value 
we need only consider, say, xr instead of the left-hand 
side of (4.11). Thus we may write 

[~ ... [xni:{. -±1) exp(-A-gV)f1 dx 
S( r l' ... , r n) ~ 0 <10 1 r- r r . fo '" f2:{ar=±1) exp(-A-gV)f1 r dx r 

(4. 12) 

Next let us consider the effect of introducing a factor of 

exp[ tA~d-2 L; (2xi - XIXl.5010105 - X 1X 1_00 1 °1_5») 
{5} 

(4.13) 

in the numerator of (4.12), where the reader is referred 
to Section 2 for the notation. Taking the derivative with 
respect to A gives 

oS{i\.} -.!.~d-2L E(2xn• 2 _xn• 1 x (] a _X",1X (] (] ) 
oA - 2 {5 I 1 1 1+5 1 loa 1 1-5 1 1-0 
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FIG. 1. The adjoining of an 
additional chunk B to the ori
ginal lattice A. The addition
al coupling terms not in A or 
B considered separately are 
shown by the broken lines. 

A B 

;>- tt.d-
2 6 E(2xt2 - xrl 

X1+6 - xrl x l • G)· 
[6 ) 

(4.14) 

Now a special case of the geometric mean-arithmetic 
mean inequality gives 

Xn+lV '" _1_ [en + l)x".2 + V"'2] - n+ 2 -, (4.15) 

which applied to (4.14) gives 

as{ x} ~ ~ "" [2E(x"+2) _ E(xn+2) _ E(xn+2)] 
OA 2(n + 2) M 1 1+6 1-5 

(4.16) 

=0. 

for A = 0, as all cells are equivalent for periodic bound
ary conditions. If we now look at the structure of S{A} 
as a function of X, it must be 

(4.17) 

where dp >- O. In this case the BO._l(A) generalized Pad€! 
approximant based on exp( - xs) (see Appendix B) forms 
a lower bound to S{A}. As we have shown near X=O that 

(4. 18) 

we conclude that 

(4.19) 

and so 

(4.20) 

But, by the definition of A, Eq. (2.7), the integration 
over Xl in the modified numerator of (4. 12) is decoupled 
from the rest of the integrations. Thus, if we multiply 
numerator and denominator by a convenient factor, in
equalities (4.12) and (4.20) combine to imply 

S(rl ,···, rn) 

x J;'" J Z [<'ro tl ) exp( - A * - gV) Dr dXr 

r; ... J~[<'ro±1)exp(-A-gV)Drdxr (4.21) 

The action function A * differs from A by not having the 
terms 

(4.22) 

If we add them, by an argument identical to that which 
allowed us to conclude Z ~ Z., (4.7), we conclude that 
this addition will increase the numerator of the second 
factor of (4.21). As the addition of (4.22) makes the 
second factor increase to unity we conclude 
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(4.23) 

independent of L. 

The same upper bound will also hold for S+, by the 
same proof, provided that when we wrote (4.12) we 
picked Xl such that both E.(xr) and E.(xr2) are simultan
eously maximum. I conjecture that such a choice is 
substantially pOSSible, but have not pursued a proof. 

We next turn our attention to the behavior of the 
various objects of the theory with the size of the sys
tem. First, let us consider the case of Dirichlet bound
ary conditions. Referring to Eq. (2.9), we see that if 
we adjoin an additional chunk (Fig. 1) to our lattice by 
increasing, one at a time, the coefficients Xl' of those 
¢r ¢"'G which link the original part of the lattice with 
the new chunk, then as 

aZ-~~}A+a =EJA}(¢r¢ ... 6);>-0 
r 

(4.24) 

by Griffith's inequality (A3), we conclude 

Z~.A.a ;>-Z_.A Z_.a, (4.25) 

where A and B are the two pieces of the lattice. 

Next consider doing the same thing to the Schwinger 
functions. First, the addition of an uncoupled part of 
the lattice does not change the Schwinger function as 

E..A+a{¢rl·" ¢rn exp[-g(VA + Va)]} 
E_.A+a{exp[-g(VA_ Vam 

_ E..A{¢"1·" ¢rn exp(-gVA)}E..a{exp(-gVa)} 
- E_.Jexp(- gVA)}E_.B { exp(- gVa)} 

(4.26) 

Now, as we increase the coefficient of one coupling 
term at a time, we have 

=E .• A+a {.\} {¢rl ... ¢rn¢r¢r+o exp[-g(VA +Va)]}/ 

E_.A+ a {.\}{exp[-g(VA + Va)]} 

-E_.A+a{A}{¢rl ... ¢r
n 

exp[-g(VA + Va)]} 

XE_. A +a{.\} {¢r¢ ... 1l exp[-g(VA + Va)]} 

X [E_ .A+a {.\} {exp[.;.. g(VA + V a)]}]-2 ~ 0 (4.27) 

by the Griffiths-Kelly-Sherman inequality (A5). Thus 
we conclude also that Sjrl , •.. , rn) increases monotoni
cally with the system size. 

Now let us consider Z+. Again we adjoin an additional 
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piece of lattice to what we had. The partition function 
for A + B contains, in the integrand, an additional factor 
of 

(4,28) 

where the sum is over the boundary. Thus 

Z+,A+,8 :S;Z+,A Z+.B (4.29) 

If N(X) is ~d times the number of cells in lattice section 
X, then we may rewrite Eq. (4.29) immediately as 

1 1 
InZ •• A•B "" N(A) lnZ •. A N(A +B) 

(4.30) 

which implies 

1 1 
N(2A) lnZ •. 2A "" N(A) lnZ •. A, (4.31) 

provided we choose A = B. Thus, at least for doubling of 
the size of the set we have shown that [lnZ •. A/N(A)] is 
monotonically decreasing with N(A). For any dimension 
d we can return to our original hypercubical shape by 
repeated applications of the above argument. The new 
hypercube will be twice as big on each edge (2d times 
the volume). Applying the above argument to (4.25) we 
find 

1 1 
N(2A) lnZ_.2A ~ N(A) lnZ_.A, (4.32) 

so that we have llnZ_.A/N(A)] monotonically increasing 
with N(A). Since a bounded monotonic sequence must 
tend to a limit we can now conclude 

1 1 . 1 1 
L d InZ. ~ lim Ld InZ. ~ 11m Ld lnZ_ "" Ld InZ - , 

L~~ L-~ 

(4.33) 

where the passage to the limit is by way of size doub
lings. with g and ~ fixed. Clearly the same results hold 
with Z. replacing Z., by the nature of inequalities (4.25) 
and (4.29). 

We may remove the restriction on the sequence of 
L's over which the limit is taken by the following argu
ment. Let us fix a box D of edge K, and consider another 
box C of edge L, which is going to infinity. If we write 

L=mK+R, (4.34) 

where m is a positive integer and 0 ""R <K, then we 
may dissect C into m d full boxes of edge K plus no more 
than d(m + 1)d-1 partial boxes DT of edge K. By repeated 
applications of (4.29) we may write, after taking the 
logarithm and dividing by N(C), 

1 m d 1 
N(C) InZ+.c "" N(C) InZ+. D + N(C) ~ lnZ+. DT· 

(4.35) 
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If we take the limit L - 0() for fixed K, then lim[N(C)/m d ] 

=N(D). Furthermore, for fixed K there are only a finite 
number of distinct types of partial boxes D

T
, so that the 

sum of (4. 35) is less than the maximum of lnZ +.D
T 

over 
this finite set times the number of terms. Since N(C) is 
proportional to md, the summation term goes to zero 
as L - o(). Thus the largest possible limit is 

lim sup [l/N(C)]lnZ+. c "" [l/N(D)]lnZ+. D • 
L~~ 

(4.36) 

But since D is arbitrary we may select a subsequence 
of all possible box sizes so that we get the smallest 
possible limit. Thus, by (4. 36) 

lim inf ll/N(D)]lnZ+.D~lim sup [l/N(C)]lnZ+. c' 
K~~ L~~ 

(4.37) 

But Eq. (4.37) implies that all limits coincide, so that 
the limit specified in (4. 33) exists when taken over all 
L, as one would have naively supposed. The above 
arguments also work with the sense of the inequalities 
reversed for Z_ and justify the existence of the other 
limit in (4.33) when it too is taken over all L. 

Equation (4.33) gives meaning to the free energy per 
unit volume 

/.= -lim (l/Ld)lnZ., (4.38) 
L-~ 

with fixed ultraviolet cutoff ~ > 0, for every nonnegative, 
real coupling constant g, and every real unrenormalized 
mass m~. By inequality (4.7) we can similarly give 
meaning to the case of periodic boundary conditions. We 
note from inequality (4.8) and bound (4.23) that if we 
integrate the differential equation that carries us from 
Z_ to Z+ that 

(4.39) 

where the constant is proportional to bound (4.23) on 
the derivative. Consequently, we conclude that 

. 1 
/= -11m Ii lnZ =/_ 

L-~ L 
(4.40) 

as the surface-to-volume ratio goes to zero for a large 
box. If, as conjectured above, (4.23) bounds S+ as well, 
then/=/+ =/_. 

It follows from the monotonicity of S_ and the upper 
bounds (4.9) and (4. 23) that we have the existence of 
the limit 

(4.41) 

where the limit is taken over all L. 

In the same way, we can define 5 for periodic bound
ary conditions. (We have not proved that the whole se
quence converges, but if it does not, we can, by 
standard arguments, find a subsequence which does. ) 
Presumably S+ is bounded and so we can also define 
5+ for free boundary conditions. 

Consequently, we have shown in this section that the 
infinite volume, or thermodynamic limit, exists, and 
therefore the fundamental quantities, free energy per 
unit volume, and the Schwinger functions, are well de
fined for Dirichlet boundary conditions. The free energy 
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per unit volume has been shown to exist for free bound
ary conditions and for periodic boundary conditions as 
well. 

5. CONSTRUCTION FROM THE PERTURBATION 
SERIES 

In this section we undertake the construction of the 
free energy per unit volume and the Schwinger functions 
in the infinite volume limit in terms of their perturba
tion series expansions in g, the coupling constant. We 
will show that there exist functions which are continuous 
for all real positive g and whose formal power series 
expansions are asymptotic at g = ° to those of the in
finite volume limits established in the previous section. 
It is most convenient to start with our system once 
again finite in size, and that is what we now do. 

In order to connect the perturbation series with the 
limiting functions we will use generalized Pade approxi
mants 18,19 with an exponential kernel. For the con
venience of the reader, we have given their definition 
and have detailed some of their properties in Appendix 
B. In order to apply them we note the following property 
of our interaction. Since the polynomial implied by 
(4.1) and (3.12) 

p p 
P(lP)=6aj:1>2j:=I;bjcp2j (5.1) 

j=O j=O 

has finite coefficients, and b p = 1, as long as ~ > 0, 
there must exist a constant K such that 

P(cp) +K?-° 
for all 1>. Thus, if M = NaK, we must have for our 
interaction V 

V+M?-O 

(5.2) 

(5.3) 

for all CPr' i. e., V is semibounded from below. Thus 
there exist distribution functions, simply related to 
those of Section 2, such that 

Ejexp[-g(V+M)))=.C exp(-g:>..)dpJ;\), (5.4) 

for Dirichlet boundary conditions, where dp_ ?- 0. A 
similar structure also holds for free and periodic 
boundary conditions. Now for functions of this form we 
may construct upper and lower bounding, generalized 
Pade approximants 

(5.5) 

and so too for free and periodic boundary conditions. 
We observe explicitly that the lower bounds are in
dependent of l'v! as 

E-<exp( - gV)) 

= exp(gM) k (exp( - g(V + M)]) 

?- exp(gM) t Q! j exp[ - g(/3 . + M)] 
j=l J 

= t Q! j exp( - g/3 j ) • 
J=1 

(5.6) 

We now use the ideas of Villani's limit theorem 20.21 

as applied by us 22 to statistical mechanics. Now, since 
we may consider B n ._1(g) as a function of the box size 
L, and (5.5) holds for all L, and since, by (4.32) we 
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have monotonic increase as L doubles, we must have 

max{(exp(gM)Bw _l(g)yILd} 
L ' 

(5.7) 

where L(n) is the value of L, selected from all size 
doublings for an initial Lo for which the maximum ap
proximant is obtained. Similarly, by (4.31) we may also 
conclude 

mln{[exp(gM) B n•o(g)]11 Ld} 

?- [E+(exp( - gV))]l I La (n) ?- exp( - fJ, 

where here the approximants are defined by the 
E.(exp(-gV)). 

For any fixed, finite, L, g, ~, we have 

lim exp(gM) B n._1(g) =E.(exp(- gV)) 
n-~ 

(5.8) 

(5.9) 

by the convergence properties of the generalized Pade 
approximants. We likewise can impose (5.9) uniformly 
over any range of L, ~ ~L ~Lo' We can, by chOOSing 
Lo large enough, make 

(5.10) 

for any E> 0, which forces L(n) to infinity as n goes to 
infinity. Thus we conclude that 

exp(.-fJ ?-lim [max{[exp(gM)Bn _1(g)]1ILd}] 
n~QO L ' 

?- exp( - fJ - E. (5.11) 

But as E > ° is arbitrary, the limit exists, and is equal 
to the function exp( - fJ defined in the previous section. 
Thus we have shown [also using (4.40)] 

f=f-=-~_r;; [m? (1a In[eXp(gM)B n._1(g)])]. 

(5.12) 

where L ranges over doublings and the approximants 
are determined by the L-dependent, Ejexp( - g(V + M)]) 
series coefficients. Similarly we have by analogous 
arguments for the free boundary conditions 

f+ = - ~r:; [Mjn(1d In[ exp(gM) B n.o(g)]) ] (5.13) 

~ f= r, 
where L ranges over doublings and the approximants 
are determined by the L-dependent, E.(exp[ - g(V + M)]) 
series. By the construction of the B's 

f+,L - (lILd) In[exp(gM) Bn,o(g)] = O(g2n+1), 

f-. L - (lILd) In[exp(gM) B n,-1 (g)] = O(g2n) (5.14) 

as Bn,o(O)*O. Since explicit expressions can be given for 
the coefficient of every power of g in the formal power 
series expansion off •. L in terms of expectation values 
over the distribution functions for the free field, it 
remains to indicate how all the coefficients tend to 
finite limits as L - 00. 
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If we formally expand 
~ 

Z',L(g) = 6 rdL,j)gj, 
i=O 

(5.15) 

then we see at once in terms of orders of magnitude for 
L large that 

UL,j) '" rdL,j)/r1-CL, 0) - Lid (5.16) 

as 

1).(L,j)=J[~tI~ Po aj:<t>~j:Jj dl-'. (5.17) 

by (2.12), (4.1), (4.2), and (4.23). The calculation of 
the free energy 

~ 

-Ltlf.=lnZ',L=lnZ •. L(O)+ L X.(L,j)gj 
i=l 

(5.18) 

gives formal power series coefficients which are related 
to those of (5. 15) as are cummulants to moments. That 
is, 

X.(L, 1) = UL, 1), 

X.(L, 2) = UL, 2) - [UL, 1)]2 , 
'A.(L, 3)= UL, 3) - 3UL, 1) UL, 2)+ 2[UL, 1))3, 

X.(L, 4) = UL, 4) - 4UL, 3) UL, 1) 

- 3[UL, 2))2 + 12UL, 2) [UL, 1)]2 

- 6[UL, 1)]4, (5.19) 

Because the free field (m; > 0) satisfies a cluster proper
ty, it can be shown that the 'A(L,j) <xLa only and that the 
higher powers of Ld cancel. This result can be demon
strated in the following manner. First, let, from (5.1), 

(5.20) 

for notational convenience. Then 

UL,j) =IL; 6 ... 6 A Xr). (5.21) 
\1'1 1'2 rj k.1 k 

where ( ). is the normalized expectation value with 
respect to the free field distribution function with 
Dirichlet boundary conditions. We may then write, by 
(5.19), 

'A.(L,j) = 6 ... 6 U.(L,X" ... ,x, ) 
1 j r

1 
1'j 

where the U's are the Ursell functions, i. e., 

UjL, X r) = (Xr)., 

U.(L,X"X,) = (X.xs)' - (X r). (Xs).' 

U'<L,X"Xs'X I) = (X.x.x I)' - (Xr)' (XsX I)' 

- (Xs >. (X.xl>' - (X I)' (X.x.>. 

+ 2(Xr>. (X.>. (X 1).0 

(5.22) 

(5.23) 

The Ursell functions have the property that if the Xr 
fall into two groups {Y j}, {Z ,} such that for every su'b
set of the {X j} and eve ry subset of the {Z j} that 

(Yi ... YjZ k .. · Z ,)=(Y i .•. Y j > (Zk ···Z I)' (5.24) 
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then U = O. If we define 

(5.25) 

whe re A is a subset of k = 1, ... ,j, then it follows 23,24 
from the definition of the Ursell functions that for any 
partition of 1, ... , j into two disjoint sets 

U.(L,Xri , ... ,X,) 

(5.26) 

where A' cA, B' c B, {1, ... ,j}=A' U B' U C1 U ... U Cn• 

By direct calculation we can bound the il" factor. For 
the free field the last factor decays exponentially with 
the distance between A' and B' by the properties of the 
lattice Green's function,25 and the inequality (A23). This 
decay is roughly proportional to exp[ - mod(A', B f

)], 

where d(A f, Bf) is the distance between A' and Bf. Thus 
we only get a Significant contribution to the sum when 
all the rj are near each other and so the 'A.(L,j) are of 
the order La when ~ > 0 and m~ > O. Thus the coefficients 
('A/La) of f. are finite, and the explicit expressions tend 
as L - 00 to the usual momentum representation integrals 
as expected; the lattice Green's functions [as in Eq. 
(3.11)] play the role of propagators. It follows in the 
same way that the L - 00 limit for the coefficients is the 
same for f. and f as it is for f .. 

Since, by (4.23), and direct calculation, IfJ and If'l 
are bounded uniformly for all Land g, if ~ > 0, m~ > 0, 
we must have that f. and f are continuous functions of g 
for all real pOSitive g. Since exp(gM)B n ,.l(g) is an entire 
function and bounded in absolute value for complex g by 
its value at Re(g), the uniform bound on the derivative 
(see Appendix E), together with B n ,'l(O);< 0, implies that 
there are no zeros in an angular wedge, W, 
larg(z)1 ~IT/2, Izi ~w, for some w>O, uniformly inL. 
Thus, by standard theorems on the convergence of a 
sequence of bounded analytic functions, 26 and the proper
ties of the generalized Pad~ approximants, it follows 
that f- = f is analytic in the interior of W, and continuous 
on its boundary. 

Therefore, thinking of Dirichlet boundary conditions 
where our results are most complete, we conclude 
that our procedure (5. 12) constructs a function f. which 
is analytic in the interior of an angular wedge W, con
tinuous on the whole positive real g axis, and asymptotic 
to the usual perturbation theory expansion at g = 0 in W. 

Next we consider the Schwinger functions. To this end 
we add to the action A. given by Eq. (2.9) 

(5.27) 

where there are only n nonzero hr in the sum. We re
quire that either all hr ? 0 or all h.,. ~ O. In this case the 
Griffiths-Kelly-Sherman inequalities still hold, and so 
does Eq. (4.27). Thus S. increases monotonically with 
box size L as before. We can give an upper bound on the 
magnitude of the S's (and S.' s). By the Griffiths-Kelly
Sherman inequality, the S's increase if we add enough to 
h1' at every cell to make them all equal to h, the maxi
mum 1 hr 1 in (5.27). Since this procedure leaves a 
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translationally invariant lattice, the arguments leading 
to (4.23) apply and yield for this case 

S(r1 , ••• , rn) 

foo xnexp[- ~2 ~dX2 - P=Q a :x2J : + hx]dx 

(5.28) 

Thus, the limit as L - 00 exists for each Schwinger func
tion. We proceed by a variant of the previous method. 
Consider 

(5.29) 

The partial derivatives of Y_ with respect to the h., give 
the Ursell functions 

U_(r) =Sjr), 

Ujr, s) =S_(r, s) - Sjr)S-is), 

Ujr, s, t) =S_(r, s, t) - SJr) Sjs, t) 

-Sjs)Sjr, t) -SJt)SJr, s) 

+ 2S-<r) S-<s) S_(t), (5.30) 

from which the Schwinger functions can be directly con
structed as 

Sjr) = U jr), 

Sjr, s) = Ujr, s) + Ujr) Ujs), 

Sjr, s, t) = U_(r, s, t) + Ujr) Ujs, t) 

+ Ujs) Ujr, t) + Ujt) U_(r, s) 

+ Ujr) Ujs) Ujt), 

S (r1 , ••• , r ) = 0 TI U_. 
Partitions 

(5.31) 

We next wish to show that Y_ is monotonically increasing 
in L. First YjO,L)=O. If we differentiate Y_ with re
spect to a single h." we obtain 

ilY 
ilh- =EJcf>., exp(Hn-gV»/Ejexp(Hn-gV», (5.32) 

r 

=Sjr). 

If we follow the line of argument given at (4.26) and 
(4.27), we conclude that if A is a parameter which adds 
terms to the action A_ so as to increase the system size, 
that 

(5.33) 

as the Griffiths-Kelly-Sherman inequalities continue 
to hold provided all hr ~ O. Thus, integrating Eq. (5.33) 
with respect to h." we conclude 

(5.34) 

We complete the argument on each hr separately until 
the desired value of hr is reached. 
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We are now in a position to construct a set of gen
eralized Padi! approximants. Let us fix our attention on 
h., belonging to some finite dimensional closed region 
H which contains the point hr=O, and in which all 
hr ~ O. We now have, as with (5.5) 

Bn,o(g, hr' L) ~E_(exp[Hn - g(V + M)]) ~ B n,_l(g, h." L). 

Thus it follows directly that 

b( h L) -l (Bn,-l(g,hr,L»)"'Y(h L) 
n g,." = n B ( 0 1) ~ - r' . 

n,O g, , 

(5.35) 

(5.36) 

Let us define L(h." n) as that L for which bn(g, h." L) is a 
maximum, and L(n) the minimum L(h." n) over all hr in 
H. Since for some point in H the minimum is obtained, 
by arguments like those at (5.10) it follows that L(n) 
tends to infinity with n. By integration of the uniform 
bounds in L for the S's and by use of Eq. (5.30) we can 
show that Y_ is uniformly bounded for all h., in H. Thus 
as the Y _ are monotonic in L they tend to a limit. By 
arguments like those at (5.12) we conclude 

(5.37) 

exists. By standard theorems on the limit of a bounded 
sequence of analytic functions (in the h.,) we conclude 
that Yjh.,) is analytic in the interior of H and continuous 
on the boundaries. By the uniform bounds (5.28) we may 
differentiate Yjhr) and use (5.31) to construct the 
Schwinger functions. They can be defined at h., = 0 by 
continuity. The reason for this careful construction is 
that in the infinite volume limit there might possibly be 
a phenomenon analogous to a phase transition so that 
S(rh' 0 and S(r) with h = 0+ might equal minus that for 
h=O-. We have thus constructed for all real positive g 
the Schwinger functions for Dirichlet boundary conditions 
for our lattice theory. 

By the method of construction, the formal series ex
pansions of the Schwinger functions so constructed agree 
with those directly computed for the Schwinger functions, 
provided the latter are finite. If, before taking the limit 
L - 00, we expand the numerator and denominator in 
Eq. (4.4) for Dirichlet boundary conditions, we obtain, 
in the notation of (5.20), and letting 

cf>s = l'IJ. s ¢"j (5.38) 
j-

be the product of the fields involved in the Schwinger 
function under consideration. We again use ( >_ to de
note a normalized expectation value. Thus 

Sjr1 , ••. , r n) = (¢s>- - g~d L « cf>sXr>_ 
r 

2 

-(¢sUX,)J+ ;! ~2d~~ [(¢sX.x.) 

- (¢SX.,>_ (X.>_ - (¢sX.)_ (X.,>_ - (¢s)- (X.x.>_ 

+ 2(¢s >_ (Xr )_ (X.>J 

- ;, ~3d ~ 0 L UjL, ¢s ,X.,X.,Xt) + .... 
• r II t 

(5.39) 

We may again apply the arguments at Eq. (5.26) which 
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now imply that a significant contribution to the sums 
comes only in the neighborhood of the set S, and hence 
we obtain for m~ > 0, ~ > 0, a formal power series in g 
with all terms finite. Again we find, by the boundedness 
of the derivative with respect to g, that the S_'s are 
analytic in It in the interior of the same angular wedge 
Was wasj_, and asymptotic in W atg=O. This result 
completes the construction of the infinite volume limit 
of the free energy per unit volume and the Schwinger 
functions for our lattice theory. 

6. MASS RENORMALIZATION 

In this section we will give the general framework for 
mass renormalization for a Euclidean lattice theory. 
The results will not be as complete as in the previous 
sections. Much fuller results will be given in the next 
section for It: ¢4 : theory. We remind the reader that 
the power counting arguments applied to standard, 
quantum field, perturbation theory indicate that for in
teraction (4.1) infinite mass renormalizations are not 
expected when the degree 2p satisfies 

p < 1 + 1/(d - 2), (6.1) 

where d is the space-time dimension. Consequently this 
problem has not really entered into the extensive litera
ture of : P( ¢)2 : theory, although it has certainly not been 
ignored. 

The usual practice in Minkowski space field theory is 
to define the mass renormalization in terms of a pole 
in the propagator at k2 = - m 2. As this definition, at 
least for a finite mass, refers to the behavior at low 
momenta, we need to study the behavior at large dis
tances. We would expect that 

° "" (¢O ¢ j) ex exp( - m ~ ! j !), (6.2) 

where j is the number of lattice steps (r I~) and ~ is 
the lattice spaCing. In the language of statistical 
mechanics, the renormalized mass m is proportional 
to the inverse correlation length 

(6.3) 

PhYSically we view mass renormalization as the ad
justment of the mass parameter m; in the Hamiltonian 
in such a way so as to make the renormalized mass m 
take on its experimental value for given values of Ll. and 
g. When Ll. is chosen smaller and smaller to corre
spond to a vanishing lattice spacing, the correlation 
length must, by (6.3), tend toward infinity. This be
havior of the correlation is characteristic of statistical 
mechanical systems which are approaching a critical 
point, such as the Curie point where spontaneous mag
netization becomes possible. In order to illustrate the 
analogy we will briefly review the Gaussian model and 
the lattice free field. 

The nearest-neighbor Gaussian model 27 is an as
sembly of spins whose average magnitude is unity and 
which are distributed as 

(2ITt1/2exp(- V;/2)dv i 

and interact as 

-J ~ Vivj" 
nEJa res t 
n e i ghb ors 
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(6.4) 

(6.5) 

The partition function is 

Z ~ (2))-''''' f·:: f 'XP~J L 
nearest 

neighbors 

,;~ ~ d,., 

(6.6) 

where (3=l/kBT, kB is Boltzmann's constant, and T is 
the absolute temperature. For ad-dimensional, hyper
cubic lattice the spin-spin correlation function is 

Z-1(2IT)"N
d
/2 r_~ I vaVbeXp~J 2:; ViVJ-tL V;)f1dV/ 

..., neares t i 
nei,q-hbors 

COS{2IT[k . (a-b)]IN} 
1 - 2{3J'j,~=1 COS(2ITkTIN) , 

(6.7) 

where the critical temperature at which all spin-spin 
correlations diverge for this model is given by 

(6.8) 

For I a - b I large and T 2: T c we may compute the 
asymptotic behavior of (6.7) by expanding in the de
nominator cosx = 1 - tx2 + 0(X4) and integrating. 28 In the 
limit of a large system, we obtain 

_ (3J( la- bI/O(d-1l/2 
(vavb)- (27T)1 /2d I a _ b I d-2 K ( d-1) /2 ( ! a - b ! 10 

_ (3J~(3-1fl/2exp(-la-bI/O 
- 2(d+1)/2 IT (d- 1)/2!a_b!(d-1)/2 ' (6.9) 

where K /(x) is a modified Bessel function of the second 
kind and ~ is the correlation length given by 

~ = [(3J I( 1 - 2d{3J) J1 /2. (6.10) 

The expression analogous to (6.6) for lattice field 
theory is the periodic boundary condition analog of (2.4). 
If we introduce the change of scale 

(6.11) 

then by direct substitution and comparison we identify 

(6.12) 

which tends to the critical point as Ll. - 0. For the corre
lations we have 

_ m6d - 3 ) /2 exp( - nloLl.1 a - b I ) 
- d 2 2 (d+3 )/2 7T(d -1)/2 (~I a _ b I) (d-1)12 

(6.13) 

in the case where ~ »1. We denote the distance as the 
lattice spacing times the number of cells as in Sec. 2; 
I r I = Ll.1 a - b I. Thus we see that the analogy is that as 
the lattice spacing tends to zero (ultraviolet cutoff tends 
to infinity) the "temperature" tends to the critical tem
perature from above in such a way as to produce an 

George A. Baker, Jr. 1334 



                                                                                                                                    

exponential decay on a fixed (i. e., not lattice dependent) 
scale. 

We remark that although the underlying lattice does 
not possess rotational symmetry, the long-range (com
pared to the cell size) correlations do. As this property 
is a usual one in critical phenomena, we anticipate it 
here also. In the above discussion we have not been 
careful about the boundary conditions and the results are 
for short, long-range behavior, i. e., long compared to 
the cell size but short compared to the total system size. 
Clearly, Irl in (6.13) for periodic boundary conditions 
would have to refer to the shortest distance between a 
and all the periodic images of b. 

We introduce, for the case of Dirichlet conditions the 
following definition of the renormalized mass for a 
system of size L < 00 

. {-In[(<p <p >_(A +m"lr- sl <a-l)/2} m(L):; mm r , , 
r.B I r - s I 

(6.14) 

where the rand s are taken in the conventions of Sec. 2, 
and we select, independent of the system size, 

A -1 _. Q x exp - 2:m o"" x - g /,1.0 at. x . x 
( 

J ~_2 [' 2Aa 2 "p - 2J']d ) 

- mm Jo~ exp[ - (tm~a4 + dar2 )y! - gL:f.o a
j 

: y!j: ] dx ' 

(6.15) 
where the min is over a preselected range of m~, in ac-
cordance with (4.23) to insure m(L) >-0O, and in (6.14) 
a > ° is arbitrary. This definition has not been proven 
to be the same as that of the true renormalized mass, 
m T' It is true at least that m T >-0 m, and that they go to 
zero together, although the rate may possibly not be 
the same. 

We now proceed to show that (6.14) does define a 
value of m in terms m~, a, and g in the limit of infinite 
system size. First adjoin an additional hyperplane of 
cells which are uncoupled to the rest of the system. 
Then (<P r ¢ L+I) = ° and so - In( ¢r¢ L+ t;) = + 00. Therefore, 
this addition does not change the location of the minimum 
in (6. 14). Now by (4.27) every (¢r¢.> increases as we 
couple the additional hyperplane of cells. Therefore 
every term in the minimum decreases, and so 

m(L + 1) ~m(L). (6. 16) 
But since m (L) >-0 ° for all L, we may define in the in
finite volume limit the renormalized mass as 

m = limm(L). (6.17) 
L·~ 

An additional property 29 is that the renormalized mass 
is a monotonic increasing function of the explicit de
pendence on m~. This result follows easily from the 
Griffiths (A3) and Griffiths-Kelly-Sherman inequalities 
(A5) as the derivative of every term in the minimum in 
(6.14) is proportional to 

2:) (¢r¢.¢D - (¢r¢.) (¢r) ~ 0 
t (¢r¢.) . 

(6.18) 

Since the minimum is realized for some r, s it must in
crease as long as m~ is in the preselected range for 
(6.15). There is also an implicit dependence on m~ 
through the constant C, Eq. (3.11), which enters into 
the definition of the normal ordered product. C de
creases as m~ increases. For the special case of a 
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g: ¢4 : interaction there is a - 6gC ¢2 term so that the 
complete coefficient of qi increases monotonically with 
m~, and the above argument holds for the complete de
pendence on m~. 

We will next show that by a proper choice of m~ we 
can make m as large as we please or as small (> 0) as 
we please. If we could also show that m(mg) is con
tinuous (true for g: ¢4 :4 theory), then we would be able 
to conclude that the theories we have been discussing 
are mass renormalizable. We consider now two cases. 
In the first case g= 0. Then m = Imo I and m~ > 0, so the 
proposition is true. 

In the second case g> 0. Here we can choose m~ > ° 
so large, independent of L, so that to whatever ac
curacy we desire, the entire contribution to the 
integrand for 

+(m~+2da-2)¢;+2gP(¢r)]} IT d¢r (6.19) 
r 

comes from the central peak ¢r"'O, and in that region 
IgP(¢r)I<E, foranYE>O. [P(¢) is defined by Eq. (5.1) 
and C by Eq. (3.11). The constant C decreases as m~ 
increases.] Thus for m~ sufficiently large and positive, 
m "'mo and can be made as large as we like. We remark 
that if p = 1 [degree of P( ¢) is 2p] then m 2 = m~ + 2g so 
that clearly the proposition is true. Otherwise, if p > 1, 
we select m~ to be very small and positive. By the 
structure of P( ¢ j) there will be two equal peaks in the 
integrand of (6. 19) for each ¢r near ¢r= ± 1>0 We compute 

P'(¢)=O, ¢cx,;c, (6.20) 

where C is given by (3.11). There are two cases to 
distinguish: first, if d = 2, C - 00 as m~ - 0, and, second
ly, if d> 2, C remains finite as m~ - 0. If we introduce 
the scaled variables 

(6.21) 

then, by selecting m~ small enough, d = 2, for all a, or 
by selecting a small enough, by (3. 13), for d> 2, we 
have to any accuracy we like insofar as the computation 
of (¢r¢.> is concerned when d> 2 + 2/(P - 1), that the 
expression (6.19) is equivalent to 

(6.22) 

where 

(6.23) 

for all p ? 2 and a> 0, sufficiently small. 

For d = 2 + 2/(P - 1), instead of a sum over {Gr = ± 1} 
we have an integral over a bimodal spin weight dis
tribution of finite peak height, even in the limit a - 0. 
For ° ~ (d - 2)(p - 1) < 2 the peak height decreases as 
a - 0. However, as softer spins, e. g., compare the 
Gaussian" soft spins" with the Ising "hard spins, " allow 
spin states with higher correlation energy for the same 
mean spin, we should have a higher critical temperature 
or a smaller critical value of aa-2¢2 than for the "hard 
spin" problem (6.22). Thus we will continue to work 
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TABLE 1. Comparison with ISing critical values. 

Dimension Kc(d) 3dd) 

3 0.22171 0.63273 
4 0.14988 0.37623 
5 0.11403 0.28209 
6 0.09236 0.23023 

with (6.22) for all d ~ 2, even though we have not given 
a rigorous justification for all dimensions. 

For d = 2 we can make the right-hand side of (6.23) 
as large as we please by choosing A small enough. For 
d> 2, by choosing A and m~ small enough, we can make 
C from (3.11) as close as we like to 

Ad-2C- _1_ f :.0 f dk 
- (27T)a _" 2d-2L:~=1 cos(kT ) 

(6.24) 

by the integral representation of the Bessel function. 
We may obtain a lower bound by observing 30 that 

/ 

) 1 - Y 0 ~ y ~ 0.3, 
exp(- y)Io(y) ~ ) , 

( (27Ty)-0.5, y? 0.3, (6.25) 

which implies, by integrating (6.24), 

Ad-2C?c(d)= 1;d(~·;)d+1 + dO~~ (0. 67Tto. 5a . (6.26) 

We seek to show that (6.22) is equivalent to a low
temperature (Aa- 2 (f? large) Ising model. As we remarked 
above, for d = 2 we can make Aa-2(p2 as large as we 
please by choosing A small enough, in particular, 
larger than Kc = 0.440687, the critical value which 
separates the high and low temperature regions. With 
accuracy sufficient for our purposes we give in Table 
I the critical values for various d's from Fisher and 
Gaunt 31 for the Ising model, ~and the lower bound given 
by (6.26) and (6.23) for Aa-2¢2. For dimensions higher 
than those listed in Table I, the same result holds, i. e. , 
3c(d) > Kc(d). Thus by adjusting m~ > 0, and A> 0 suf
fiCiently small, we have a low-temperature Ising 
model. However, for d?, 2, by the Onsager solution 32 

and Griffiths inequality (A3), it is well known that 

lim inf (ao ar> = /J- > 0 
1 rl • ~ 

(6.27) 

as long-range order exists. Therefore, there will be 
terms in (6.14) at least as small as 

1336 

-In[/J-(A +m"L(a-1 )/2)]/L, (6.28) 

m 

m 2 
o 

FIG. 2. Expected dependence 
of the renormalized mass on 
the bare mass. 
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which tends to zero as L - 00. Thus we can prechoose 
the range on m~ for (6.15) from the required accuracy 
and hence we have shown that we can select m~ such that 
m is zero or m is as large and positive as we please. 
As in addition, m (m~) is monotonic, mass renormali
zability for any A> 0, g ~ 0 would follow provided 
m(m;) is also continuous. The question of continuity is 
not wholly an idle mathematical refinement, in as much 
as there are examples for which it fails. We expect a 
curve as shown in Fig. 2, however, the result shown 
in Fig. 3 occurs for the two-dimensional Ising model 33 

given by the Hamiltonian 

H=-J :0 u j aj -b(2Ja i )2/N, (6.29) 
nearest , 
netghbors 

where a j = ± 1, and N is the number of spins. The second 
term causes every spin to interact with the "mean field" 
of all spins. The critical temperature is the solution of 
the equation 

(6.30) 

where X is the standard, reduced, magnetic sus
ceptibility 34 of the nearest-neighbor part. The transition 
is of the familar Bragg-Williams type, and at the 
temperature determined by (6.30) the inverse correla
tion length as defined by (6.14) drops discontinuous from 
the value determined by the nearest-neighbor part of 
the Hamiltonian above to zero. 

7. g:1>4: THEORY 

In this section we give much more complete results 
for g: ¢4 :a in arbitrary dimension than we have obtained 
for more general theories. Our discussion encompasses 
g( : ¢4 :a + a : ¢2 :a) but for ease of presentation we do not 
describe this generalization explicitly. The theory of 
g: ¢2 :a follows immediately by direct calculation. As 
was pointed out in the previous section the renormalized 
mass is given by m 2 = m~ + 2g. The scattering amplitude 
vanishes. That is to say, UJr, s, t, u) = 0, in the notation 
of (5.30). 

The first property we establish is the mass renor
malizability of this theory. From the work of the pre
vious section, m2(m~), the infinite volume limit for fixed 
lattice spacing A> 0, and coupling constant 0 ~ g< co is 
monotonic increasing in m~ from 0 to an indefinitely 
large value. We show in Appendix C that it is also a 
continuous function of m~. Thus, by Bolzano's theorem, 
there exists a solution of the equation 

T 

(7.1) 

FIG. 3. Discontinu
ity exh ib i ted in the 
inverse correlation 
length (analogous to 
the renorma lized 
mass) for a special 
Is ing mode 1. 
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For definiteness we select the largest such solution, 
since when, for example, JJ. = 0 many solutions are 
possible. Thus we can select 

(7.2) 

as that value of the unrenormalized mass which makes 
the renormalized mass take on the preselected 
(experimental) value JJ.. 

The next property we show is the cluster property. 
We will assume that m~ is chosen in accordance with 
Eq. (7.2) for JJ. > O. By the cluster property one means 
that if there are two groups of cells r 1, ... ,rj and 
S1' ... , Sk which are separated by a distance p, then 

o ~S.(r1' ... , r j , S1' ... , Sk) - S_(ru "', rJ)S.(sv· .. , Sk) 

(7.3) 

~K exp(- JJ.p), 

where K depends only on j and k. The first inequality 
sign follows from the Griffiths-Kelly-Sherman in
equalities (A5). The second inequality which embodies 
the cluster property follows from the Lebowitz in
equalities via the derivation in Appendix A of (A23) and 
bound (4.23) on the other Schwinger functions. 

The cluster property allows us to bound Eq. (4.8) and 
the analogous one for the relation between Dirichlet and 
free-boundary conditions by a factor which decreases 
exponentially with the system size. Since the surface 
area and hence the number of terms is only of the order 
of 2dLd- 1 /fj.d-\ the difference in the S's andf's due to 
boundary conditions disappears in the limit as L - 00. 

Thus, the construction procedures we gave in Sec. 5 
construct only a single, free-energy density in this case 
and allows us to conclude that the Schwinger functions 
for periodic boundary conditions and free boundary con
ditions also converge as L - 00 and to the same limit as 
for Dirichlet boundary conditions. 

Next the cluster property allows us to deduce for any 
fixed 0 < g < 00, fj. > 0 that the S' sand f are continuous 
functions of g. In order to see this result we observe 
that for L finite 

in the notation of Sec. 5. By the application of inequality 
(A23) and inequality (C4) for the two-point correlation 
function implied by the definition of mass renormaliza
tion, we can compute a finite bound for (7.4) which is 
uniform in L and hence holds as L - 00. Next we need to 
consider 

(7.5) 

By applying inequality (A23) we can bound (7.5) by a 
numerical factor times (C2). From there on the proof 
of Appendix C implies that lam(L)/agl is bounded uni
formly in L. Now if we compute the second derivative 
of m(L) we get from Eq. (C1) and summing first over the 
(Jr of (4.10) by Griffiths inequalities (A3), 
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a2m(L) a: _ fj.2d (¢r¢. Q;t ¢~ - (¢t»2) < 0 
a(m~)2 (¢r¢.> I r - s I ' 

(7.6) 

taking account of the explicit dependence and the de
pendence through C, Eq. (3.11). Thus, as by (6.19) 
et seq. for large enough m o' m '" m o' we have, by 
integrating (7.6) from mo to rno 

am(L) >!.(m )"1>0 (7.7) 
am~ ~ 2 0 

for some large ino. Thus by the rules of partial deriva
tives we may bound 

dS_ = as_ I + as_ I am(L) I lam(L) I ( 
dg og m2 ilm2

0 
• og 2 ~o 7.8) 

o • ~ K 

and thus conclude that S_ is a continuous function of g 
when we renormalize the mass. The same type of 
analysis also applies to f and we conclude that f is also 
continuous. 

The general proof of mass renormalizability in Section 
6 assumed that g was fixed and independent of fj.. Since 
m =mo for g=O, and the two-point correlation function 
is continuous in g, we may also conclude mass renor
malizability if g - 0 as fj. goes to zero. Such a situation 
has to be considered if a coupling constant renormaliza
tion is required. 

We next show that in addition to the independence of 
the boundary conditions demonstrated above, the 
g: ¢4 : theory for fj. > 0 is uniquely determined, in so far 
as it is analytic, by its formal power series in g. This 
result is related to the Borel summability proved by 
Simon 35 in two dimenSions, and by Glimm and Jaffe 36 
in four dimensions on the basis of a conjectured bound. 
It is most convenient to use the momentum transforms 
of the Schwinger functions 

G(ku "" k")= fj."d 6 ... 6 exp (21Ti f: k J • r J\(;:(r1 , ••• , r) 
r rn f;t r n 

(7.9) 

for periodic boundary conditions. Then the formal ex
pansion (5.39) becomes in the usual way 15 an expansion 
in terms connected graphs with n-external lines. The 
standard procedure 37 is to bound the number and size 
of such terms. Direct enumeration 37,38 of the number of 
such diagrams corresponding to the coefficient of g" 
in (5.39) leads to the conclusion that there are at most 
a B"(2n!) such terms. Each term differs from the usual 
form by having 

1 
m~+4fj.-2L:IOI sin2(1Tk· 0) 

for a propagator and 

[+~ l~a 
dk-L-d ~ 

'-~ k=-1/2a 

(7.10) 

(7.11) 

replacing the infinite momentum integrals. Since every 
momentum integral is less than (1/ fj.)d times the maxi
mum integrand and every propagator is less than l/m~, 
we conclude directly that the nth term in the expansion 
(5. 39) is bounded by 

(B')" (2n)! /n! '" (2B')" (n!), (7.12) 
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for some B'(A) < 00, when A> O. This result will hold, 
uniformly in the angular wedge W defined in Sec. 5, i. e. , 
Izl ~w, larg(z)1 ~7T/2 for some w>O, uniformly inL. 

We may then apply 39: 

Carleman's Theorem: If 

/f(z)/ ~a~/z/n forO~ /z/ ~p, /arg(z)/ ~7T/2 

(7.13) 

holds, then it is necessary and sufficient, for suitably 
regularized an' that 1: a~1 diverge, to conclude that 
f(z)=O. 

This theorem implies that in view of (7. 12) there can 
be at most one function in the angular wedge W which is 
asymptotic to the formal power series in g. But we con
structed such a function in Section 5. Thus it is uniquely 
determined by analytic continuation from the A> 0 
power series in the infinite volume limit without regard 
to the construction process which depends on the L - 00 

behavior of the terms as far as that continuation will 
carry us. [We have not proved that the S(rv "" rn) are 
analytic in g for 0 < g< "", so that the analytic continua
tion might not carry us very far. Dimock2 has shown 
that distance does not vanish as A - 0 in two dimen
sions. ] Since we get a series of the same structure for 
m~(!J,g, A), the mass renormalization does not interfere 
with the above arguments A> O. Also, the same con
clusions as above hold for the free energy per unit 
volume, f. 

In the limit as A - 0, we have by mass renormaliza
tion a bound, Eq. (C4) on the two-point function. If we 
set A = 0, this bound is uniform in A and finite as long 
as the points are not coincident. The bound is integrable 
in d-dimensional space. By inequalities (A23) we get an 
integrable bound in terms of that for the two-point func
tion on all the high order Schwinger functions which is 
again finite if no two points are coincident, and uniform 
in A. Thus a limit A - 0 for the g: ¢4: theory can be 
defined. (If the limit does not exist directly, we can 
consider the sequence An=E/2n. Since then the lattice 
points for all values of n in any closed region are denu
merable, and thus the different Schwinger functions de
fined on that region are denumerable, we can select at 
least a subsequence of the An for which every Schwinger 
function converges at every noncoincident point. ) 

In the cases 2 ~ d < 4, as is well known, mass renor
malization suffices to leave all the terms finite. The 
defining integrals converge, which allows the ultraviolet 
cutoff to be removed (A - 0). The procedure is to have 
formally rearranged the series to express the propa
gators in terms of the renormalized mass m, instead 
of the bare mass m o' by summing out all the self-ener
gy diagrams. Consequently bound (7.12) holds for the 
derivatives in the limit as A - 0 for B'(O) < 00, as shown 
by Hurst. 37 However, we do not know, except in two 
dimensions 2 that the angular wedge W does not shrink 
to zero. If it does not, Carle man' s theorem combined 
with the existence already shown gives us construc
tibility at least in W, directly from the power series. 
This result falls short of a proof of construction from 
the invariant perturbation theory, but we have es
tablished above the existence of a Euclidean theory and 
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will return in the next section to alternate means of 
construction. 

The final property is rotational invariance. We do not 
prove this property but observe that it is characteristic 
of phenomena near the critical point. For the two-di
mensional Ising mode140 on the square lattice if has been 
explicitly obtained. To the extent that construction is 
possible directly from the perturbation series, rota
tional invariance follows from the term-by-term in
variance. With this property assumed we can apply 
Nelson's3 reconstruction theorem and construct a rela
tivistic g: ¢4 : field theory from our Euclidean one. This 
theory is certainly nontrivial at least for 2 ~ d < 4, as 
it is asymptotic to a perturbation series which is non
trivial. We give a brief discussion of Nelson's recon
struction theorem as it relates to our case in Appendix 
D. 

8. STATISTICAL MECHANICAL COMPUTATIONAL 
METHODS 

Having established in the previous sections that the 
mass-renormalized, infinite-volume limit (L - 00) 
exists, and, for g: ¢4 :d theory at least, that it is inde
pendent of the boundary conditions, we now consider the 
actual computation of the theory (A> 0). The results so 
far show us that the ultraviolet cutoff model is a con
tinuous-spin Ising model. Mass renormalization forces 
this model to behave as though it were at a temperature 
just above the critical temperature and tending to the 
critical temperature as the ultraviolet cutoff is removed. 
One of the most successful methods to treat this type 
of problem has been the exact, high temperature series 
expansions 41 summed by the method of Pade approxi
mants. 18 To illustrate the procedure, we will discuss a 
pure g: cp4 :d theory. The partition function will be given 
by the expression (c. > 0) 

Z _ = r :.~ r n d¢r exp{"6 [Ad- 2 L (¢r¢r+O) + hr¢r 
, -~' r r (6) 

where C is defined by Eq. (3.11). The fundamental 
quantities that we will be concerned with are the corre
lation functions and their various moments 

!Jt=Ad L IrltUJO, r), 
r 

G(k) = Ad L exp(27Tik· r) UJO, r), 
r 

T(k1 , k2' k3) = A3d ~ E L exp(27Ti(k· r + k i • s+ k3 • t) 
r • t 

x UjO, r, s, t). (8.2) 

The U's are the Ursell functions and directly related to 
the Schwinger functions by (5.30). The spherical mo
ments, !J t' are useful in determining the critical-point 
properties of the model. The moment for t = ° is direct
ly re lated to the magnetic susceptibility in the magnetic 
Ising model. The quantity G(k) is just the propagator and 
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T(k 1 , k2 , k3) the scattering function. In defining these 
quantities we use the proven translational invariance of 
the theory. It is convenient to introduce a change of 
scale 

(S.3) 

and to rewrite (S. 1) as 

where \. = 1. By a change of variables we may rewrite 
(3.11) as 

Ad- 2C - _1 f _: f - (21T)d • 
dk 

(S.5) 

Let us first consider the case d> 4 without coupling 
constant renormalization. The coefficient of g diverges 
like A- 1d-4 ) as A- O. Thus, for A small enough, this 
effect confines the contribution to the integral in (S. 4) 
to the points 

<f!r=±$, 

(S.6) 

if we consider m~A2 to be of order unity. We therefore 
have an Ising model of spin-~ with 

K =J /kT = 3CAd-2, (S.7) 

as can be seen from the equivalence of (S. 4) in this limit 
to 

exp{K" l: a a + A 12-d)/2 K1/2 h a} L..J ~ r r+6 r r . 
r {OJ 

(S. S) 

Our criterion for mass renormalization (Sec. 6) tells 
us that the correlation length is given by (6.3) in terms 
of the renormalized mass. Although as a practical 
matter it is probably not the most effective way to do the 
calculation, we may directly expand 42 

~ "'(1- exp(- I/Ut1 

= 1 + u + (2d - 1) v2 + (4~ - 6d + 3 )v3 

+ (Sd3 
- 20~ + 20d - 7)v4 

where 

+ (16~ - 56~ + S4~ - 60d + 17)v5 

+ (32d5 
- 144d4 + 296d3 

- 340~ + 214d - 57)v6 

+ (64d6 
- 352d5 + 92Sd4 -1496d3 + 14S4~ 

- 7S2d+ 155)v7 + ... , 

v =tanhK. 

We need to solve, then, for a v such that 

~(v)=(mAt1. 

(S.9) 

(S. 10) 

(S.l1) 

This solution is possible in this range of dimension as 
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was shown [(6.19) et seq.] in Sec. 6. According to the 
renormalization group calculations of Wilson43 and 
collaborators, we expect the singular behavior 

(S.12) 

where Vc is the critical value and V is the amplitude. 
Thus as A - 0 we have 

v'" vc(1 - ~m2A2), (S.13) 

and so using (S. 7) and (S. 5) we have the mass renor
malization condition 

3 f" f = (21T)d ._.; . 
dk 

(S.14) 

which admits a finite continuous solution for m~A2 as a 
function of m 2 A2 as A - O. The amplitude V and critical 
value v c are directly calculable by known Pad~ approxi
mant techniques 18,31,41 from existing series expansions 
to a reasonable accuracy. It is to be noted that the 
scaling properties 44 of the solution [see Eq. (6.9) as 
an example] are such that a finite, nonzero, two-point 
Schwinger function results when the scale factor intro
duced in (S. 3) is remembered. It will be observed that 
the results obtained here are independent of g. If we now 
consider coupling-constant renormalization, it is 
plainly convenient to use 

(8.15) 

as the renormalized coupling constant for d ~ 4. In this 
way, if we again think of m~A2 of the order of unity, the 
representation (8.4) becomes a continuous-spin Ising 
model. The properties of this model are widely be
lieved 43 to be very similar to the spin-~ case. We now 
see that what we have found for g finite, is the limiting 
behavior as the renormalized coupling constant di
verges, and hence, for d ~ 4 we find that the strong 
coupling limit of g: ¢4 : Euclidean Boson quantum field 
theory is exactly given by the behavior in the high-tem
perature part of the critical region of the spin-~ ISing 
model. 

We next discuss the calculation of mass and coupling 
constant renormalized g: ¢4 : theory in d ~ 4. The com
putational technique is to expand the quantities in (8.2) 
in a power series in the parameter \. we have introduced. 
For small, but nonzero \., it should not be difficult to 
show that the series converges. 24 Now if we expand 
(S.4) in powers of \. as 

Z_ 0: J:~ J n {d<f!r exp[ - (~m~ A2 + d)?];; 
r 

(8.16) 

then the <f!r's are all independently distributed. If h is 
zero, then any term in (S. 16) which contains any <f!r an 
odd number of times vanishes. The effort of analyzing 
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our problem is greatly reduced by means of the finite 
cluster method 41 introduced by Domb 45 and proven by 
Rushbrooke. 46 The basis for this method is the theorem 
that if all the spin weight distributions are identical, 
then 

lnZ.(G)::=6 T G,T f(r), (8. 17) 
T 

where the summation is over all unlabeled, connected 
subgraphs r of the graph G. Only basic graphs with 
single lines are included. By Z.(G) we mean (8.4) with 
a term 1/Jr1/Jr+o for every line in G and an integral over 1Pr 
for each vertex in G. The function f( r) is independent 
of G and depends only on the subgraph r. The matrix 
T G.T is the number of distinct ways an unlabeled sub
graph r can be (weakly) embeded on G such that every 
line of r corresponds to a line of G. This data has been 
extensively tabulated by Baker et al. 47 

If the spin weight distributions are not identical, then 
(8. 17) generalizes to 

(8.18) 

where the summation is over every unlabeled connected 
subgraph r. Of course (8.17) and (8. 18) are tautologies 
as so far stated. Their content comes in the properties 
of thef(r). If we compute 

a" InZ (G) I ::= 6' a"f(r) I (8.19) 
ah .,. oh • b CG oh ... oh I ' rl rn =0 T r1 rn h=O 

then the summation only goes over those r which con
tain the points (rl , •.• , r") as the other f(T) are inde
pendent of those h/ s. If we truncate the expansion 
(8.16) at the vth term in A, then to this order all proper
ties of Z. are given exactly in terms of the embeddings 
of up to IJ line graphs. Consequently, as Rushbrooke's 
methods involve formal identities, (8.18) must also 
hold through the vth order term in A when only graphs of 
IJ lines and less are considered. Therefore we must 
have 

f(r)= 6 fT,"A" (8.20) ,.-v 

when r is a I) line graph. Thus we can expand any 
Ursell function through order AV by conSidering only I) 

line graphs. If we denote the set {rl , ••• , r"} by A, then 
by (8.19) 

(8,21) 

where the summation goes over all r which contain the 
set A as vertexes and are embeddable on G. In (8.21) 
N(A, r; G) is the number of ways of embedding on G all 
unlabeled subgraphs r with exactly n odd vertexes which 
lie on the vertex set A of G. The functions fiT) are in
dependent of G. By repeated use of (8.21) on finite 
clusters we may successively compute the required 
fA(T). By considering only subgraphs of up to I) lines we 
may compute the series expansions thru order AV. 

The evaluation of these functions will depend on the 
parameters of the theory only through the vertex 
weight functions 
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w _ t: 1/J" exp[ - (tm~~2 + d)1jJ2 - g~4-d(1jJ4 - 6C~d-21/J2)l d1jJ 
"- J::exp[-(tm~~2+d)lll-g~4-d(1/J4-6C~d-21P2)]d1P' 

(8.22) 

where n is the number of lines at a vertex. These w" 
vanish if n is odd. Thus the restriction to even order 
vertexes in (8.21) except where the appearance of a 1P 
from the set A gives an initial odd contribution. 

Following Fisher and Burford 11 we introduce for con
venience the effective range of correlation 

(8.23) 

where the jJ.'s are defined by (8.2). In general we expect 

(8.24) 

where for d? 4, 1)::= t, with possible logarithmic cor
rections for d::=4. The analysis proceeds as above. We 
analyze the series expansion for A, and determine Ac 
and IJ as functions of m~~2 for fixed g' and ~. One ex
pects I) to be independent of m~~2. From the asymptotic 
expansion near A=Ac we fix A(A=l)"'(m~)"l, and again 
solve for m~~2. Having done this we can then explicitly 
determine the asymptotic behavior of, say T(ku k2' k3), 
Eq. (8.2), as A - Ac ' and by substitution obtain the 
limiting behavior of the scattering amplitude as ~ - O. 

For 2 ~ d < 4, in prinCipal the analysis proceeds as 
outlined above. The difficulty is that the coefficient of 
g vanishes as ~ - 0, and so the critical fluctuations 
must indeed magnify this vanishing effect to produce a 
finite result. The hasty conclusion that only a free field 
theory results does not coincide with the results of 
perturbation theory in these cases. Even though the co
efficients are small if m~ < O(~2.d), the normal ordered 
product destabilizes the small momentum states and 
works to induce cooperative behavior. 

The arguments of the renormalization group approach 
of Wilson 43,48 make it extremely likely that systems of 
this type have a "universal" behavior shared by the 
Ising model. Thus we expect 44 

(8.25) 

where 1)=1 for d=2 and 1J"'0.64ford=3, to impose 
the normalization condition for a fixed value of g. The 
empirical formula of Fisher and Burford 11 for the 
propagators is, in the limit ~ - 0, 

(8.26) 

where 17=0.25, d=2, and 1') =0.06, d=3, anda"'10·4 
for d = 2 and 10-6 for d = 3. A direct numerical evalua
tion of the exact results in two dimensions has been 
made by Tracy and McCoy. 40 The calculation of higher 
order correlation functions, i. e., the scattering func
tion T of (8.2), should have their decay properties 
determined by the closest pole in (8.26), their ampli
tudes a function of the coupling constant g, and their 
structure given by the appropriate long-wavelength, 
critical-point limit of the "universal" Ising model func
tion of the appropriate number of dimensions. 
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APPENDIX A: INEQUALITIES 

There are a variety of inequalities that are most use
ful in this work. We shall not, by and large, derive 
them, but will catalogue them and indicate the conditions 
germane to our needs required for them to hold. 

We define an unnormalized probability distribution 
for a system of "spins" by means of the factor 

where we impose the restrictions that 

KiJ?-O, hj?-O, 

Fj(s)=Fj(-s), 

+~ M ° < f ... f P( s) IT ds j < 00. 
, _00' i=l 

(A1) 

(A2) 

In physical terms (A1) and (A2) imply that the energy is 
lower if Sk=S, than if Sk=-S" Therefore, one expects 

(A3) 

which is Griffith's49 inequality, and was proved for this 
general case by Ginibre. 50 The j's are nonnegative 
integers and E A is the unnormalized expectation value 
with respect to the distribution (A1), The brackets ( > 
denote the normalized expectation value (1> = 1) with 
respect to (A1). Again in physical terms, if we increase 
any of the K IJ the correlated state is energetically more 
favored so the correlation should increase, or 

o 
~<SkSI> ?-O. (A4) 

IJ 

This idea leads to the Griffiths, 49 Kelly, Sherman 51 in
equalities 

(A5) 

where the i and j are nonnegative integers, and the proof 
for this general form is again due to Ginibre. 50 

There are further inequalities due to Fortuin, 
Kasteleyn, and Ginibre 52 which hold without the restric
tion on the hi imposed in (A2). Suppose f(Sk"'" S/) and 
g( S k' ••• , S ,) are increasing functions of each argument 
separate ly, then 

(A6) 

are the Fortuin, Kasteleyn, Ginibre inequalities. 

Recently, Lebowitz 53 has used (A5) and (A6) to prove 
the following family of inequalities. We have, for this 
family, in addition to restriction (A1) the further 
restriction 

Fi(S) = Uo(s - 1) + o(s + 1)], (A7) 

that is, S = ± 1 are the only allowed values, and we have 
a ferromagnetic spin-~ Ising model. In order to state 
Lebowitz's inequalities it is convenient to introduce a 
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duplicate set of variables C1 with a probability distribu
tion identical to the s, i. e., we use the normalized 
measure 

JJ.(C1, S)=[P(C1)P(s)J![EA (1)]2. 

Then, defining 

q =~(al-sl)' tl=~(aj+sj), 

qA=ITql' tA=ITt l • lEA lEA 

we may write the Lebowitz inequalities as 

(qc> ?- 0, 

(qCtD> .;(qc> (t n>, 

(qcqn) ?- (qc) (qn>' 

(AS) 

(A9) 

(A10) 

(All) 

(A12) 

We remark that (All) has the unusual property of 
providing an upper bound on a higher-order correlation 
function in terms of lower-order ones, and is a gen
eralization of the Griffiths, Hurst, Sherman 54 inequality 
which shares this property. 

We may weaken the restriction (A 7) very considerably 
by combining the following simple observation with the 
method of Simon and Griffiths. 55 The Lebowitz in
equalities are linear in every factor q I and t j' Thus, if 
we sum the inequalities over many choices for, say, 
the first factor, we may replace it by 

(A13) 

and so on for every other factor. Thus (A10)-(A12) hold 
equally well if we replace the a j by sums of aj' or 
equivalently replace condition (A 7) by 

F k(S) = n~N (al' .f;l:al=n exp(KjpjaJ ) o(s - n)). (A14) 

Now Simon and Griffiths 55 have shown that by a proper 
choice of the K jJ in (A14) we can approximate the 
distribution 

(A15) 

arbitrarily well as far as expected values are concerned, 
if a j > 0, and b i is real. This distribution is the gen
eralization we seek to treat g: cp4 :d field theory. Thus 
the Lebowitz inequalities hold as well when only 
restrictions (A2) and (A15) are assumed. 

Finally in this appendix we show that the generalized 
Lebowitz inequalities imply the cluster property. If 

then the cluster property says that the "truncated" 
correlation function 

(A16) 

(A17) 

which is necessarily positive by (A5), decays to zero 
when the two-spin correlation function 

u(A,B)= ~ax (SjsJ) 
.FA 

(A1S) 

JE B 

does. First of all we restrict ourselves to zero mag
netic field (hj=O, all i). Otherwise we do not expect 
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u(A, B) - ° even though the distance between A and B 
gets large. In this case 

(AI9) 

if the number of spins in A plus the number in B is odd. 
Thus we only need to treat the case where the sum is 
even. Let us therefore select a"C A, and (3 "C B and de
fine the sets 

Then (All) can be written out explicitly as 

2n(q ct D) 

(A20) 

= 2 :0 {(Sb2) (S02) l(Ua1Ub1u",ua) - (Ub1Ua)(Ua1U",)J 
all partitions 

a1 U a2=a 
b1 U bz=b 

+ (Ua1U",)(Ub1ua) l(sbzUa2) - (Sb) (sa)] 

- (sa) (Sb1Ua) l(Ua1Ub2U",) - (Ua1U ",)(Ubz)J 

- (Ua1U 01) (Ub) l(sa2U b1Ua) - (sa) (S b1U a)] 

+ l (s b2Ua) - (S b)(Sa) ll<ua1u b1U ",U a) 

- (Ua1U",)<Ub1Ua)J - l(Sa2Ub1Ua) 

- (S a) (S b1U a) II (Ua1u b2U "') - (Ua1U ",)(u b)]} 

-"" 2(u",ua) (t D)' 

where n + 2 is the number of sites in A and B, and 
where use was made of the formula 

(A21) 

(A22) 

When we observe that the first term in the summation 
(for a2=b2=¢, the empty set) is exactly (UAUB)T, then 
we observe that by transposing all the remaining terms 
to the right-hand side of the inequality in (A21) we have 
reduced the cluster property to the sum of terms which 
either are explicitly proportional to a term of the form 
(U",Ua> , or involve the cluster property for a smaller 
number of sites in the two sets A and B. As we can 
establish the cluster property directly and obviously for 
the two-spin case (UiUj)T=(UiUj ), as (ui)=O, it follows 
by induction for any finite size sets A and B. In fact by 
repeated application of the above reduction process, we 
can establish 

(A23) 

where (i) all spins occur somewhere in every term in 
the summation, and (ii) in every term in the summation 
there is at least one factor of the form (u",Ua), a "CA, 
and (3 "C B. It is convenient to write out the first of the 
inequalities (A23) 
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(A24) 

which both illustrates (A23) and is itself useful. 

APPENDIX B: GENERALIZED PADE APPROXIMANTS 

For the convenience of the reader, we summarize 
some of the properties of the generalized Pad(;) approxi
mants 18,19 specialized to our case. These approximants 
have been called Gammel-Baker approximants and, in 
the special case of interest, the Pad(;)-Borel summation 
method. 

Suppose a function can be represented as a Stieltjes 
integral 

g(z)=C exp(-zs)dcp(s), (BI) 

where dcp ? O. We can form the approximants to g(z) as 

B n._1(z)= t ajexp(-zu), 
j=l 

Bn o(z) = a o + t a j exp( - zuj ), (B2) 
j=1 

where the a's and u's (different for the two approxi
mants) are determined by the equations 

g(z) - B •. _1(z) = 0(Z2 n), 

g(z) - B •. o(z) = 0(Z2".1). (B3) 

Then these approximants have the properties 

B.,_1(Z) -"" B n+1,_1(Z) -"" g(z) -"" B".1,O(Z) -"" Bn,o(z) (B4) 

for real, nonnegative z. For every such z, the B.,_1(Z) 
converge to a limit function as n - 00, as is also true of 
the Bn,o(z). These limits need not be the same, but as 
we implicitly assume finite coefficients in the formal 
power series for .0z), it follows from Carleman's 
Theorem (see Sec. 7) that if 

L.; Ig 1-1/ p < 00 
p p 

(B5) 

for suitably regularized gp, then there is a unique limit 
function for both the B.,_1(Z) and the B •. o(z). That is to 
say roughly that if the gp don't diverge more than (p!) 
we have a unique limiting sum defined by this method of 
approximation. 

We can relax to some extent the condition that the 
lower bound in (BI) be zero. Consider 

l1(z) = (exp(-zs)dcp(s)=exp(Mz) r~ exp[-z(s+AI)] 
'-.II '-.II 

x dcp(s). (B6) 

We can apply the lower bound (B4) to the right-most 
integral as it is of form (BI), and thus using (B2) and 
(B4) 

h(z) ? exp(Mz) t a j exp( - w j ) 
j=O 

= t a; exp[- z(uj -M)]= Bn._1(z), 
j=O J 

(B7) 

where the last equality follows by the uniqueness of the 
approximant. It will be noted that the upper bound is not 
form invariant and does not continue if we extend the 
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limit of integration. We may, for the lower bound, 
easily take M = 00, by a limiting process. 

APPENDIX C: CONTINUITY OF m IN g: cf>4: THEORY 

In this appendix we take advantage of the fact that the 
Lebowitz inequalities hold for g: cf>4 : theory to prove 
that the infinite volume limit m(m~) is continuous" This 
property, together with the results of Sec. 6 establish 
the mass renormalizability of the theory. When the 
system size L is finite, m(L) is automatically con
tinuous, as the minimum in the defining equation (6.14) 
is assumed for some rand s, and this term is not only 
continuous, but even differentiable. The plan of the 
proof is to supply an upper bound, uniform in L, for the 
derivative of m with respect to m~. From (6.14) we 
compute, if r, s is the minimum term, 

[ 
am,,-1Ir- sl (d-1)/2 ] am(L) 

1+ A+m"lr_sl(d-ll/2 am~ 

(Cl) 

Since, by (5.1), the interaction gives a field distribution 
function for which we may apply the inequalities (A24), 
we may bound Eq. (C1) by 

o ~ am(~) ~ 26.4 0 (cf>rcf>t) (cf>.cf>t) 
amo t (cf>rcf>.) I r - s I 

Now by definition (6. 14) 

exp[ - m(L)]1 r- sl 
(cf>rcf>'>=A+m"lr_sl(4-11/2 ' 

and for all other pairs 

exp[- m(L) lu- vi] 
(cf>ucf>v)~ A+m"lu_vl(d-1)/2 

Thus by using (C2)-(C4) we obtain the bound 

(C2) 

(C3) 

(C4) 

am(L) '" (A+m"lr-sl(4-1)/2)exp[m(L)(lr-sl-lr-tl-ls-tl)] 
o ~ am~ ~ 26.

4 f-' (A + m" I r-tl (d-l)/2)(A + m" I 8-tl (4-1)/2) Ir- sl (C5) 

If for the minimum term I r - s I is not large, then (C 5) 
gives an immediate finite bound. If, as is likely, I r - s I 
tends to infinity as L does, then a little calculation is 
required. Let us consider the hyperellipsoids on which 
the argument of the exponential in Eq. (C5) is constant. 
They have their focii at rand s. If we parametrize them 
by ~, the length of the semiminor axis, then the semi
major axis is 

({;2 + t 1 r - s 12)1/2", t 1 r - s 1 + ~2 /1 r - s 1 +, (C6) 

where the right-hand side is valid if ~« I r - s I. In the 
limit of large but finite I r - s I, if we replace the sum
mation in (C5) by integration, and integrate first along 
the direction of the major axis of the hyperellipsoid, we 
may reduce the dominate term in (C5) to be proportioned 
to 

m-" i~ ~d-2 exp[- 2m(L~2 /1 r - s 1 ~ I r _ :I~(d-l )/2' (C7) 
o 

where the constant of proportionality is dimension de
pendent, and use has been made of the decrease in 
volume of a hypercylindrical slice near the ends of the 
hyperellipsoid to offset the decrease in the denominator 
in (C5). The form (C7) is correct for d ~ 2; for d = 1 a 
separate calculation leads to the desired result. For 
all higher values of d, (C7) is correct. We conclude, 
therefore, that, integrating (C7), 

o ~ am(L) '" r /[m(L)] ,,+ (4-1)/2 (C8) 
am~ ~ a , 

where r 4 is independent of L and finite. Thus 

a o ~ -2- [m(L)] ". (4.1 )/2 ~ r Q! > 0 
amo d' , 

is uniformly bounded for all L, and hence 
[m(L)]"·(4. 1 )/2 and [therefore m(L)] is a continuous 
function of m~. 
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APPENDIX D: NELSON'S RECONSTRUCTION 
THEOREMS 

In this appendix we will discuss briefly a theorem of 
Nelson3 on the construction of quantum field theory from 
Markov field theory, and show the relation of his result 
to our case. In particular we will confine our discussion 
to the g: cf>4:a theory where we have fuller results. 
NelsonS has already treated the g: cf>4: 4 theory in his 
discussion of the free Markov field. Osterwalder and 
Schrader 7 have given a set of Euclidean axioms which 
imply the existence of a quantum field theory in the 
case d == 4; their axioms can be verified for g: cf>4 :4 
theory. The connection with relativistic quantum field 
theory in Minkowski space is made directly by analytic 
continuation on the time variable from real in the 
Euclidean-space framework to pure imaginary in the 
Minkowski-space framework. By a Minkowski space we 
mean a Euclidean space where we replace the usual 
vector product 

d 

x'y== L x"Y" 
n ;:1 

by the Lorentz invariant formula 

a-I 
(x, .11) ==XdYa - I:. x"Y". 

n=l 

The two products can be related to each other by letting 
the dth component become pure imaginary and changing 
the sign. We distinguish timelike vectors by (x, x) > 0 
and spacelike vectors by (x, x) < O. There are two 
separate parts to the set of time like vectors which may 
be characterized as Xd> 0 and xa < O. The idea of 
causality tells us that unless a point lies in the forward 
light cone [closure of all x a> 0, (x, x) > 0] of another 
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point, its behavior is unaffected by that of the other 
point. This principle is reflected by the vanishing of 
the correlation functions in the appropriate regions. 

One must then establish the necessary properties, 
that is the Wightman axioms, 56 of the analytic continua
tion of the Schwinger functions. The two properties 
which are the hardest to establish for the limit of the 
Euclidean lattice theory are the rotational invariance 
and the vanishing outside the forward light cone of the 
Wightman functions (analytic continuation of the Schwin
ger functions). 

In order to establish these results, Nelson makes use 
of the transfer matrix which adds a (d - I)-dimensional 
hyperplane to the system. For clarity, we write, in the 
notation of Sec. 2 and (5.1), for finite L and A, 

+im;(¢;+¢;+6') +g[P(¢r)+P(¢r+6')]D, (D1) 

where the z:~ is over a hyperplane, and 0' is perpendicu
lar to that hyperplane. The normalized transfer matrix 
is 

(D2) 

where the spectral radius of an operator is defined as 
(independent of the norm) 

spr(A) = lim IIAnWln. (D3) 

However, for free and Dirichelet boundary conditions, 
the limit in Eq. (D3) is substantially the limit we have 
shown to exist (as A> 0) in Eq. (4. 33). The difference is 
that in (D3) we let L - co in only one dimension, but the 
proof also works for this case. By constructio.l T is 
Hermitian and positivity perserving, that is, if u is 
everywhere positive, the Tu is also. Further, by con
struction, spr(T) = 1, so that every eigenvalue is real, 
nonnegative, and less than or equal to unity; therefore 
there exists a unique, Hermitian, positive operator H 
such that 

T := exp( - AH). (D4) 

We may use this representation to re-express for 
Dirichlet boundary conditions the Schwinger functions 
which we had shown at (4.41) to exist. Since the order of 
the r 1 is immaterial to the definition of the Schwinger 
functions, we can, without loss of generality, order 
them by their time, or dth, component. Then, if T i is 
the time component of r i' and Pi is r i with the time 
component set to T1 , we may write 

(D5) 

where < )_ is the normalized expectation over a system 
of size L with Dirichlet boundary conditions. The 
analytic continuation in form (D5) follows because when 
the T i become pure imaginary [appro ached from 
Re( T i - T i-l) > 0], by the properties of H 

[expl- (Ti - Ti-l )Hl[ = 1, 
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and so as S Jpl' ... ,Pn) has previously been proven to 
exist in (4.41), so also can its analytic continuation to 
imaginary time be established. Thus the Wightman 
functions r 1 - (p , iT i ) are defined for the theory. 

As we have shown in Sec. 7 for g: ¢4: theory, the 
Schwinger functions defined by periodiC boundary con
ditions and Dirichlet boundary conditions are the same. 
Therefore, since it is an exact property for periodic 
boundary conditions, translational invariance in multi
ples of the lattice spacing holds. Consequently, we may 
write 

Sjr1,···, r n)=Sjr1- r2,···, r"..1 - r n)· 

If we complete the Fourier transform 

Sjpl"",Pn)=[ ... [dr1 "'dr n 

(D6) 

xexp (- i:t Pj' rJ) Sjr1 - r2, ... , rn-1 - rn) 
j:1 

= j' ... r dr ... dr 
, . 1 " 

X exp {- i [Pl' x (r1 - r 2) + (PI + P2)' (r2 - r 3 ) .,. 

+ t P j • r nJ } 5 j r 1 - r 2' ... , r n-1 - r n) 
J:1 

-
XS_(P1' PI + P2, ... , PI + ... + Pn-J· (D7) 

Now since H is a positive operator, the Fourier trans
form of <v, exp(iTH)u) vanishes on the negative half
axis. In particular, the Fourier transform of 

<'"' ... ¢ exp(iTH) ¢ ... '"' > 
't'Pl Pj Pj+l YP n 

(D8) 

vanishes on the negative half-axis so that 
Sjq1' ... ,qj' ... ,qn-1) = 0 if there is an imaginary time 
component for the jth argument. As j is arbitrary, this' 
result holds for all j's. 

As we discussed in Sec. 7, rotational invariance is an 
unproven consequence of the approach to the critical 
point implied by mass renormalization and the limiting 
process A - O. In so far as analytic continuation in the 
coupling constant g will carry us, this invariance is a 
rigorous result as it holds term-by-term for the 
limiting coefficients in the perturbation series. This 
invariance amounts to the result that rotations in d
dimensional Euclidean space leave the Schwinger func
tions invariant. Since the inner product for Minkowski 
space is the analytic continuation of that for Euclidean 
sapce, Lorentz invariance without time reversal follows 
by analytic continuation from rotational invariance, 
since we have already established the existence of the 
continuation. 

By the Lorentz invariance and the argument at (D8) 
Sjq1' ... ,qn-1) = 0, unless each qj is in the forward light 
cone. Thus we have the Wightman properties 56,57 of (a) 
relativistic invariance and (b) the spectral condition. If 
we let W(x 1 , ••• ,xn), with Xl in Minkowski space, be the 
Wightman functions defined above as the analytic con
tinuation of (D5), then (c) the Hermitian property 

(D9) 
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follows easily from the definitions and random variable 
nature of the cpp. (The * means complex conjugate. ) 
Also (d) the local commutativity property 

(DlO) 

when Xj and Xj+l have space like separation, follows by 
using Lorentz invariance to put them in the same hyper
plane, and by using the commutativity of the random 
variables CP •. The same procedure gives (e) the cluster 
property for space-like separations directly from the 
Eucledian cluster property of Section 7. Finally (f), the 
positivity property, 

(DIl) 

follows by the properties of W in terms of expectation 
values. 

APPENDIX E: COMPLEX COUPLING CONSTANT 

In this appendix we use the exponential decay proper
ties of the free-field correlation functions to bound the 
Schwinger functions for small complex values of the 
coupling constant in the closed right half-plane, 
Re(g) ~ O. Similar results have previously been obtained 
by Glimm et al. 58 and Eckmann et al. 35 for: P(CP)2: 
theories. Although their arguments can be applied to the 
present case, the transcription is quite long and not 
completely transparent. Basically, however, their 
proof is dimension independent except that certain com
binatorial estimates must be changed, but these changes 
do not affect the validity of the proof. Also, all the 
special properties of the interaction in two-dimensional 
space-time, which they used, hold in any number of 
dimensions, provided A> O. 

We present a different argument. Consider the 
Schwinger function 

S - f!~ f (nrCB cpr)exp(-AJnt':-o~exp[-g(P(cp,)+K)]dcp,} 
B- f~~ r exp(-AJ nf=ot{exp[-g(P(cp,) +K)]dcp,} 

in the notation of (2.9), (5.1), and (5.2). If we write 

expl-gP(cp,)] = 1 + t, {exp[ -g(P(cp,) +K)]-l} 

= 1 + t, I, 

(E1) 

(E2) 

(E5) 

where ( ). is the free-field expectation value with 
Dirichlet boundary conditions. The second, or correc
tion term, in (E5) can be small for two reasons. First, 
by the exponential decoupling of the free field, if k is 
far from the set B, then a factor exp( - /no Ik - B I) occurs 
where Ik - B I means the distance between k and the 
closest point of B. Secondly, as we can make I It I as 
small as we please by selecting I g I < wand Re(g) ~ 0 
with probability 1 - E, and since it is bounded by 1 every
where, we can control Ut )., etc. In order to compute 
the change in SB from the free-field case, we apply 
(E5) repeatedly. Clearly, by the exponential decoupling 
the sum of all first-order corrections in I, behaves like 

G=I k"dkexp(-lIl olk-BI), (E6) 

where a is dimension dependent. The sum of the second
order corrections will have the structure 59 

and so on for the higher-order corrections. The only 
remaining problem is to obtain a lower bound on the 
denominators 

(E8) 

This may be done by considering 

(E9) 

and by discarding the "gradient" term so that we may 
write the decoupled bound, as 

(E10) 

for t,= 1, then 

0.,;1/,1.,;1, Re(g)~O 

where F is the normalizing factor per unit hypervolume 
given in (2.14). Therefore, repeated application of Eq. 

(E3) (E5) generates a series of the structure 

by the definition of K. Also, for a fixed value of CP" 
1,- 0 as g - 0, so for g small, the I, are in a sense 
small. With this notation we may rewrite Eq. (El) as 

S _ f!~. f (nrr='B cpr)exp(-AJnt_-o~[(1 + td,)dcp,] 
B- f:~.fexp(-AJnt;o~[(I+t,/,)dcp,] . 

(E4) 

Let us now consider moving from the free-field case 
(t, = 0) to the P(cp) case (t, = 1) by changing one t, at a 
time from 0 to 1. If we change anyone, we may write 
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6 [G( (f) _ M)]n, (Ell) 

which converges provided lo.,; I g [ .,; w, Re(g) ~ 0] w is 
small enough. Note that the factors of n! in the nu
merator from different terms as in (E7) and n! in the 
denominator from the overcounting of permutations 
cancel. 

We have not tried to put in the many steps to make the 
above discussion rigorous, but only to sketch the 
general pattern. 
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The concept of minimal coupling, which leads to the Schriidinger equation of a particle in an 
external electromagnetic field, is reformulated within the theory of complex line bundles. The possible 
generalizations are discussed, and the case of the magnetic monopole is investigated with the help of 
the new formalism. 

INTRODUCTION 

It seems that Dirac was the first who studied the 
Schrodinger equation for a particle in an electromag
netic field, which could not be described globally by 
suitable vector potentials. He considered the magnetic 
monopole and found that a quantum mechanical de
scription could only be given, if the pole strength was 
quantized. 

In this paper we want to show that if the usual concept 
of gauge invariant or minimal coupling is formulated 
within the theory of complex line bundles, the conditions 
under which a well-defined Schrodinger equation exists, 
can be completely classified. As an example we will use 
the mathematical techniques provided by bundle theory 
to reinvestigate the magnetic monopole. 

1. MINIMAL COUPLING 

Assume we are given an electromagnetic field de
scribed by the field tensor F which satisfies Maxwell's 
equations and hence is a closed two-form. In general, 
F will have certain singularities; that is, it is only de
fined on a subset D F of R4 , which we assume to be open 
(and hence a smooth manifold). For this reason we can
not expect F to be exact, i. e., of the form F = dA where 
A, the vector potential, is a globally defined one-form 
in D F (d denotes the exterior derivative). 

Next, recall how the quantum-mechanical coupling of 
the motion of a charged particle to the external field F 
is achieved. Consider the free Schrodinger equation 
(aD denotes derivative with respect to the time, 01 with 
respect to Cartesian space coordinates) 

ia ow=--1_t a~w (n=c=1, Mparticlemass). 
2M i=1 

(We could as well use the Dirac or Klein-Gordon 
equation. ) Replacing a /L by 

v /L = : a /L + ieA., (/.l = 0,1,2,3) (e particle charge), 

(1) 

we obtain the equation 

iV W = - _1_ t v~ W 
o 2M i =1 I 

(2) 

which is gauge-invariant; i. e., it does not change under 
the substitutions 

A -A +0 >t ., ., .. 
1347 Journal of Mathematical Physics, Vol. 16, No.6, June 1975 

for arbitrary real functions >to The particular way in 
which the vector potential appears here (and in other 
comparable equations like Dirac's, etc.) is known as 
minimal coupling. 

Equation (2), which now describes the motion in the 
external field F, should be well defined at least in the 
region D F' where F does not contain a singularity. But 
in this case one must obviously insist on the global 
existence of the vector potential A on D F' i. e., F is 
exact. However, we will show that if the mathematical 
interpretation of Eq. (2) is slightly changed, it remains 
meaningful even for a larger set of tWo-forms F, name
ly those for which eF /21T represents an integral 
cohomology class. 

By virtue of the ideas of geometric quantization 
(see Refs. 1-6) the new interpretation consists in re
garding w as a cross section and V as the covariant 
derivative in a complex line bundle Lover D F with 
curvature ieF. (V jj then denotes the covariant derivative 
in the direction of the vector field a ... ) The mathemati
cal definition of these notions is the subject of the next 
section. 

2. COMPLEX LINE BUNDLES 

A complex line bundle is a collection L=(E,1T,M), 
where E and M are smooth manifolds and 1T : E - M is a 
smooth map satisfying the following conditions: 

(i) For every xcM the set F.=1T- 1(X) (the fibre over 
x) is a one-dimensional complex vector space. 

(ii) There exists a covering of M by open sets U" and 
a family of diffeomorphisms >IF a : U", X a: 4 1T-

1
( U a)' which 

restrict for every Xc U a to a (complex) linear iso
morphism 

Wax: a:~ Fr' 

Every such family (>IF a' U "') is called a trivialization of 
the complex line bundle L. 

The simplest example of a complex line bundle over 
a manifold M is the product M x a: where 1T : M x a: - M is 
the obvious projection. This is called the trivial bundle. 

A cross-section in a complex line bundle is a smooth 
map a: M - E such that 1T 0 a(x) = x, i. e., a carries every 
point x c M into a vector of its fibre. (Therefore, one 
can define addition of sections and multiplication of 
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sections with functions on M. ) 

A Hermitian metric is a map ( , ) L which assigns to 
every pair of cross sections aI' a2 a function (0"1,0"2) L 
linear in a2, antilinear in aI' with (aI' ( 2)L =(a2, al)L and 
such that 

(rpal , ( 2)L=7p(al , ( 2)L 

for arbitrary functions rp on M. (, ) L is called positive 
definite if (a, a)L ~O and (a, a)L =0 implies that a=O. 

A linear connection in a complex line-bundle L is an 
operator V' which assigns to every pair a, X (a a cross 
section, X a vector field on M) another cross section 
V' xa, called the covariant derivative of a with respect to 
X, which is linear in X and a and satisfies for arbitrary 
functions rp the conditions 

V'~xa=rpV'xa, 

V'xrpa=rpV'xa+X(rp) .a. 

[(X(rp» denotes the derivative of rp in the direction of X.] 

Let V' be a linear connection in L, X and Y be ar
bitrary vector fields on M with Lie product [X, Y], and 
let a be an arbitrary cross section. One can show that 
there is a unique two-form R, called the curvature 
form, on M such that 

(3) 

The proof follows directly from the fact that the right
hand side of this equation is function-linear and skew
symmetric in X and Y. The Bianchi identity states that 
this two-form is closed, dR = 0, as can be verified from 
the definition of R. 

Thus R represents a de Rham cohomology class lR] 
of M. Using Cech cohomology theory one can show that 
the class [R ]/27Ti is integral. Conversely, we have the 
following: 

Existence theorem: Let M be a manifold and let <I> be 
a closed two-form on M such that <I> /27Ti represents an 
integral class. Then there exists a line bundle Lover 
M and a linear connection V' in L such that the corre
sponding curvature form coincides with <I>. Moreover, 
if M is simply connected, then L and V' are uniquely 
determined up to strong bundle isomorphisms. Finally, 
if <I> /27Ti is real-valued, then L admits a positive de
finite hermitian metric ( , ) L such that 

X(al ,a2)L)=(V'Xal' ( 2)L +(a1 , V'X(2)L (4) 

for arbitrary cross sections av a2 and vector fields X. 
This metric is determined up to a positive constant. 
(For the proofs see Ref. 1.) 

3. THE GEOMETRIC INTERPRETATION OF 
MINIMAL COUPLING 

We return now to the interpretation given to Eq. (2) 
at the end of the first section. Remember that we as
sumed F to be exact. Now regard 1lt more specifically 
as a section in the trivial bundle D F X a: - D F' In this 
case we can represent 1lt : D F - D F X a: by a function de
noted by the same letter: 

1lt(X)=(X,1lt(X», xED F • 
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The most general form of V' x1lt in a trivial bundle is 
given by 

V'x 1lt(x)=(x, rp(x», 

rp = B(X).1lt + X(rp), 

where B is an arbitrary one-form on D F' This implies 
thatR=dB [R curvature form, compare Eq. (3)]. If we 
put B = ieA, we recover the coordinate-free version of 
Eq. (1) and find the important relation R=ieF which was 
anticipated in the first section. 

Further, by the uniqueness part of the existence 
theorem of Sec. 2, the trivial bundle with the above 
connection is the only complex line bundle with curva
ture ieF, provided that D F is simply connected. This 
will be assumed for simplicity, though even in the non
simply-connected case there is a complete classification 
of complex line bundles over D F (See Ref. 1. This is 
also of physical interest because it explains flux 
quantization). The only remaining freedom, namely 
that the vector potentials are determined up to gradients, 
is as usual compensated by the gauge-invariance of 
Eq. (2). Thus the case when F is exact has been shown 
to fit completely into the line bundle description of Eq. 
(2). Now one observes that this description has a wider 
range of applicability, since it extends to the case when 
eF /27T is not exact but represents an integral cohomology 
class (integrality condition). In fact, though the vector 
potentials cease to be defined globally on D F' the 
operator V'", when interpreted as the covariant deriva
ti ve with respect to a", remains meaningful. It is no 
longer determined by an explicit formula like (1) but 
more indirectly by the condition that V' has curvature 
R=ieF. 

This is sufficient to construct L and V' provided the 
integrality condition is fulfilled. 

Conversely, if the relation R = ieF between the elec- , 
tromagnetic field and the curvature form of a complex 
line bundle is valid, we get automatically the homo
geneous set of Maxwell's equations as a consequence of 
the Bianchi identity for R. Moreover, the existence 
theorem tells us that eF /27T defines an integral co
homology class. This is stated more explicitely by the 
condition 

J eF/27T E Z 
• 

for an arbitrary closed two-dimensional surface in D F' 

(For the relation between the integrality condition and 
charge quantization, see Ref. 6.) Furthermore, we can 
use the Hermitean metric (, ) L in L which is determined 
by (4) up to a positive constant, to establish the usual 
probability interpretation of quantum mechanics: The 
set of sections obeying Eq. (2) is made into a Hilbert 
space with scalar product 

(a1 ,a2)=1 (al ,a2)L' 
to 

The integral in this formula is taken over the three
dimensional space part of D F at time to' This definition 
can be shown to be independent of the particular choice 
of to as a consequence of (2) and (4). If the section 1lt is a 
solution of (2) normalized to (1lt, 1lt) = 1, we can as usual 
interpret (1lt, 1lt)L(X) as the probability to find the 
particle at the point xED F' 
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Of course, the case when F is integral but not exact 
will present many more difficulties than the case when 
F is exact. Even before one starts to solve Eq. (2) 
these difficulties start with the construction of the line 
bundle and the covariant derivative. This will now be 
illustrated for the magnetic monopole. 

4. THE MAGNETIC MONOPOLE 

As an example which will really provide us with non
trivial line bundles, we want to discuss the quantum
mechanical motion of a charged particle in a magnetic 
monopole field. This problem has been treated by 
several authors (see Refs. 7-12) but without replaCing 
wavefunctions by sections in a complex line bundle. As 
a consequence one meets in the older literature vector 
potentials with unphysical singularities (the Dirac string) 
which only arise because of the improper use of co
ordinates. This can be avoided completely by use of the 
bundle formalism. 

The magnetic monopole field is described by the two
form F = ?cw, where A is a pole strength and w is given 
(in Cartesian space coordinates Xi) by 

F is defined on R XR3. Since it is time-independent, we 
are essentially left with the problem of finding line 
bundles of the form R XLI~ R XR 3 (R 3 =R 3 - 0) where I 
denotes the identity map and L -!.. R3 is a complex line 
bundle over R3. 

Therefore, we set V = ao in Eq. (2). Next, we elimi
nate the time-dependence by the ansatz 

q,<t,xl=(t, exp(-iEt)<po(x)), tER, xER3. 

Then Eq. (2) yields the stationary equation for the 
cross section ,yo: R3 - L 

E q, - __ 1_ t V2 ,y 
0- 3.'11 i=l i 0' 

(6) 

where V i denotes the covariant derivative in the direc
tion of the vector fields a/ax. (i= 1, 2, 3). 

We still have to ensure the existence of line bundles 
with curvature ieF. In our particular example, the 
condition of the existence theorem in Sec. 2 reads 

L eF/27fE Z 
s 

where S2 is a sphere in R3 centered at the origin. A 
simple calculation shows that this is equivalent to 

A = - m/2e, mE Z; 

i. e" we get line bundles with the desired curvature if 
and only if the magnetic pole strength A is an integral 
multiple of 1/2e. This amazing quantization of the pole 
strength was first obtained by Dirac. 

Applying the existence theorem once more and ob
serving that R3 is simply connected, we obtain for each 
integer m a unique line bundle Lm over R3 with linear 
connection whose curvature is given by 

R = -imw/2. 

This line bundle and the corresponding covariant deri-
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vative will be constructed explicitly in the next two 
sections. 

5. THE UNDERLYING PRINCIPAL BUNDLE 

To describe the complex line bundles Lm we start with 
a single principal bundle over R3 which is very closely 
related to the Hopf fibering of 53 over S2. First recall 
the definition of the quaternion algebra, Let Q be a four
dimensional vector space with inner product ( , > and 
choose an orthonormal basis e, el' e2 , e3 • Define a multi
plication in Q by setting 

e2=_e~=e (i=1,2,3). 

This multiplication makes Q into an associative division 
algebra, with unit element e, the algebra oj 
quaternions, The conjugate of a quaternion x = Ae + 
L:~=l Aie/, A, Ai E R is defined by 

3 

X= Ae - 6 Aie i · 
i:1 

Next, let R3 denote the subspace of (,J generated by 
el' e2 , and e3 and let 7f: Q -lP be the map given by 

7f(x)=xe3x, XEQ(=Q-O). 

Since (e, 1T(X» = 0 and 1T(X)"* 0 whenever X"* 0, 1T is indeed 
a map from Q to A3. It is easy to check that this map 
defines a prinCipal fibration with fibre 

Sl = {E; E =E(t) = e cost + es sint, t E [0, 21T)} 

and that the right action of Sl on Q is given by right 
multiplication. 

Now we can represent every vector field on Q by a 
quaternion-valued function on Q. The group action 
generates a vector field K on Q given by 

K,,=xe3 , XEQ. 

A vector field Y on Q is called horizontal if 

(Y",K) =0, x E (i, 

To every vector field X on A3 there is a unique hori
zontal vector field x* on Q satisfying 

(d1T),x: =X~«)' x r=: Q. 
It is called the horizontal lifl of X and is explicitely 
given by 

X: = -X.<x) .x· e3/2ixi2, XE Q. (7) 

A straightforward calculation shows that if X and Yare 
vector fields on R3

, then 

(8) 

where w is the two-form defined by (5). (The Lie
bracket should not be confused with the commutator of 
quaternions !) 

6. THE BUNDLES Lm 

Fix an integer m and let <P m denote the representation 
of S1 in «: given by 

<Pm(E(t))=E(t)m .z, zr=:«:, 

E(t)= e cost + e3 sint, 
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E(t)=exp(iI), tE[0,21T). 

Then a right action of 51 in Q x a: is given by 

J)m(E)(X,Z)=(XE, E-mZ), x~Q, ZEa:. 

This action defines an equivalence relation in Q x a: as 
follows: 

(x, z) -(XE, 'E-m z). 

Let Q x ma: denote the quotient manifold and let 
. . 

q: Qxa:- Qxma: 

be the corresponding projection. Then Q x a: becomes a 
line bundle over R,3 and the projection p is determined 
by the commutative diagram 

Qxa:-'!. QXma: 

'1 t t " 
Q !... R3 

where 1T 1 denotes the projection onto the first factor. 
The complex line bundle Lm=(Qxma:, p, R3

) so obtained 
is called tile cOlnj)lex line Imlldle associated to tile 
princij)a/ bundle Q - R,3 via the representation <Pm' (See 
Ref. 13.) This will turn out to be the line bundle we are 
looking for. We still have to define a covariant deriva
tive and to ensure that it has the desired curvature. 

A complex valued function ( on Q is called equivariant 
(with respect to the representation <Pm) if it satisfies 

!(xc)=E'-m((x), XE Q. uSI • 

Now we shall establish an isomorphism between the 
cross sections in Lm and the equivariant functions in Q. 
To do so observe that the map q restricts to 
isomorphisms 

(j,: a: i.. p-I(1T(X)). x E. Q. 

on the fibres .. Thus, if a is a cross section in L m , then 
a function (a: Q - a: is defined by 

(a(x) = q~I(a(1T(X))). 

This function is equivariant and, conversely, ellery 
equil'arianl Jimclion all Q corresponds to precisely one 
cross section in Lm' Thus q induces an isomorphism 
qlf from the c;ross sections in Lm to the equivariant 
functions in Q. (See Ref. 14.) 

Using this isomorphism we can define a linear con
nection in L m by setting 

'V xa = q#-I X*(q#a) (9) 

(X a vector field on R3). In fact, one easily checks that 
the operator 'V satisfies the axioms of a linear con
nection. 

To compute the corresponding curvature, let X and Y 
be constant vector fields on R3. Then we have by de
finition [compare Eq. (3)] 

R(X, Y)a = ('Vx'Vy - 'Vy 'V Ja. 

Setting q#a=/yields in view of (9), 

R(X, Y)a=q#-I[X*, Y*\U). 

Thus, using formula (8), we obtain 
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R(X, Y)a = ~w(X, Y) q#-I K( n. (10) 

Now, since f is equivariant, it satisfies 

KU)=-im/, 

and so Eq. (10) yields 

R(X, Y)a= - i~m w(X, Y)a. 

Since this holds for every cross section, we obtain the 
formula 

R =- ~im w 

for the curvature form of 'V. QED 

Finally, we endow Lm with a Hermitian metric which 
has property (4). If aI' a2 are any two cross sections in 
Lm set 

tf! ; = q#-l a;, i = 1. 2, 

and define 

(aI' a2)L(\') = (PI (x) tf!2(X) 

where y E R3 and x E 1T-I(y). 

(11) 

This definition makes sense because, in view of the 
equivariance of tf!I and tf!2' the right-hand side of the 
equation above does not depend on the choice of 
x Ec 1T- I(V). If 'V is given by (9) it is trivial to check the 
validity of (4). 

7. SOLUTION OF THE SCHRODINGER EQUATION 

In this section we shall use the machinery developed 
above to solve Eq. (6) for the cross section 'l'o in Lm' 
Applying q# to both sides of (6) and setting tf!o=qll-vo' 
we obtain with the help of (9) and (7) 

1 3 

n<po=- 2'1;0 D~<po, 
11-: 1=1 

(12) 

where D; denotes the ordinary derivative in the direc
tion of the horizontal lift 

e * = - e.x e /2 1 :\ 12 X c=. (l t ,3 -". ~ 

[compare Eqs. (7) and (9)]. 

Recall that tf!o is an equivariant function in Q, 

(/Jo(x( cost. e + sint . ( 3 )) = exp( - imt) (/Jo(x), 

x E Q, t do. 21T). 

If <Po(x)<Po(x) is to be interpreted as the probability to 
find the particle at the point 1T(X) E R3 [compare Sec. 3 
and formula (11)1. (/Jo must obviously be bounded on Q. 

For (/Jo we try the ansatz 

(/Jo(x)=/(lxI2).g(x/lxl). XEQ. 

with / a function on the positive reals and g a function 
on the group of unit quaternions, that is the group 
SU(2). We will need the angular momentum operators 
J 1 and Kl (I = 1, 2, 3): 
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3 

.P = 6 J~, XO E 5U(2), 
1=1 

Observe that lJ""Kn1=0. Insertion of the ansatz for CPo 
into (12) yields after a straightforward calculation 
(r= Ix1 2

, xo=x/lxl) 

(2MEf(r) + f"( r) + 2[ '( r)/r)g(xo) 

= [(J2g)(xo) - (K;g) (xoHf(r)/r 2. 

This shows that g must be an eigenfunction of the opera
tor J2 - K~. Since CPo is equivariant it follows that 
K

3
g = - mg /2. Thus g must be an eigenfunction of J 2. 

From the representation theory of the group 5U(2) 
(see Ref. 15) we know that the eigenvalues of J2 are of 
the form j(j + 1), j = I m/21, I m/21 + 1, .... A complete 
set of eigenfunctions is given by the Wigner coefficients 
D~._m/2 of the irreducible representations of 5U(2) 
(see Ref. 15), n=-j, -j+l, ... ,j. 

We are now left with the radial equation 

2M.lif +f" + 2[Jr- [j (j + 1) - m 2 /41f /r2= 0, 

which was already obtained by Tamm (see Ref. 8). 
Following his arguments we have to restrict the energy 
.Ii to positive values, for only under this assumption we 
get solutions which remain bounded when r tends to 
infinity. 

For positive energy two linearly independent solutions 
are given by 

f.(r)=r-p.~ (v2MEr), A=[(2j+l)2_ m 2)1/ 2/2. 

J H are Bessel-functions (See Ref. 16). f_ has to be 
omitted as it blows up when r tends to zero. Thus a 
complete set of equivariant solutions of Eq. (12) is 
given by the following functions cp~~: Q - (J;: 

j = 1 m /21, 1 m /21 + 1, ... , 

n=-j,-j+l, ... ,j, E>O. 

Obviously, we get a complete set of cross sections 
>¥~~ in Lm which satisfy Eq. (6) by means of the formula 
(compare Sec. 6) 

>¥~~ = q#-1 (cp!!,). 

These cross sections can be described in a different way 
by means of local trivializations. Write (i = 1, 2, 3) 

Y i =(v, e j ) 

for :V E je and define the local cross-sections a in the 
• • ' ±: 

principal bundle Q Jr,. R3 as follows: 

aJv)=(lyle3+y)[2(lyl +Y3)1-1/ 2, 

where 

and 

where 

YED.=R 3 _{x; Ixl-X3=0}. 
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Then D, U D_ =R3. Furthermore, the following transition 
law is valid in D, n D.: 

a.(y) = a.(y) (- Y1e + Y2e3) .(yi + Y~r1/2. 

The cross sections a. induce local cross sections a: 
in Lm (compare Sec. 6) given by 

aZ'(y)=q(a.(.v).I), )I'c.D •. 

From this we can deduce the following identity: 

~~~(y)=cp!~(a.(\')) . a:'Cv) , YElJ •• 

What has been calculated in the older literature was 
indeed the function cp!!, 0 a. : D. - (J; which we may call the 
local description of the section >¥~~ because it is not de
fined on the whole of R3. 

After having established the relation to former work, 
we close the discussion of the magnetic monopole. 

CONCLUSION 

We have shown that minimal coupling of an external 
electromagnetic field, which is not exact, to the 
Schrodinger equation, provides us with a nontrivial 
phySical application of the theory of complex line 
bundles. Once the language and the results of modern 
differential geometry are adopted, the Schrodinger 
equation can be described in a consistent way, i. e. , 
without introducing unphysical singular vector potentials. 
In the special case of the magnetic monopole the actual 
solutions of the Schrodinger equation are even more 
easily obtained and interpreted. 
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It is proved explicitly that the classical n -dimensional isotropic harmonic oscillator is invariant under 
U(n). Two new examples of higher symmetry are found. One is the n -dimensional free particle 
which is shown to be invariant under a semidirect product which contains the n-dimensional 
Euclidean group as a proper subgroup. 

1. INTRODUCTION 

Certain classical systems exhibit obvious geometric 
symmetry. For example, a particle moving in three 
dimensions in a spherically symmetric potential has as 
obvious geometric symmetry group the three-dimen
sional orthogonal group 0(3). There are also certain 
classical systems for which the obvious symmetry 
group is only a subgroup of some larger not-so-obvious 
symmetry group. Such a system (and its Hamiltonian) 
is said to exhibit higher (or accidental) symmetry, and 
the larger group is called the higher symmetry graup 
or the dynamical group. 

Oft-quoted examples of this are (for all n ~ 2) the n
dimensional Kepler problem, which for negative ener
gies is invariant under O(n + 1) and the n-dimensional 
isotropic harmonic oscillator (henceforth abbreviated to 
n-oscillator), which is invariant under U(n). In both 
cases the obvious symmetry group is just O(n). 

But these systems are usually discussed in a quan
tum-mechanical context, and in fact most of the re
sults stated here have been proved only for the cor
responding quantum-mechanical systems (see Refs. 1, 
2). Some proofs have been given in a classical mech
anical context. Thus it has been shown (see Ref. 3) that 
the classical three-dimensional Kepler problem is in
variant under SO(4) [the connected component of the 
identity of 0(4)), and (see Refs. 4, 5) that the classical 
two-oscillator is invariant under SU(2) [the connected 
component of the identity of U(2)]. But to our knowledge 
no explicit proof has yet been given for any of the other 
cases mentioned that the stated higher symmetry group 
is actually exhibited by the corresponding classical 
system. 

Such explicit proof would be of interest, for although 
many authors [see for example Refs. 3 (a), 6-9] have 
worked on the problem of constructing O(n + 1) and 
S U(n) Lie algebras (i. e., generators) for classical 
systems, even if such are constructed there remains 
[see Refs. 3 (a), 6] the problem of finding the finite 
canonical transformations generated. Indeed it is point
ed out in Ref. 3(a) that if construction of a given Lie 
algebra is possible for a given classical system, it is 
necessarily possible for all classical systems with the 
same number of degrees of freedom, due to the fact 
that all 2n-dimensional symplectic manifolds are 
locally isomorphic. 

In this paper we use simple methods to find the 
linear symmetry group (defined in Sec. 2) of classical 
Hamiltonians of form 
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n 

H(q,p, j..L)=~~(p~+ IJ.q~) (j..L=a real constant). 
1=1 

For j..L > 0 this represents the n-oscillator, and after 
identifying groups which are isomorphic we obtain the 
group U(n). Although, as noted, this result has long 
been "well-known," it has not previously been proved 
explicitly for general n. Our method is easier than 
those in Refs. 4, 5. 

We also get some completely new results. For j..L < 0 
we obtain the group GL(n) of real (nXn) nonsingular 
matrices, and for j..L = 0 (representing the n-dimensional 
free particle) if we include also q-translations we ob
tain a semidirect product which contains the n-dimen
sional Euclidean group E(n) as a proper subgroup. 
Since the obvious symmetry groups in these cases are 
just O(n) , E(n) respectively, this proves that for all 
n>- 1 the Hamiltonian H(q ,p, IJ.) exhibits higher sym
metry no matter what value j..L has. 

In Sec. 2 we give detailed definitions. In Sec. 3 we 
prove our results for the Wi 0 cases, and in Sec. 4 we 
deal with the case j..L = O. Finally in Sec 0 5 we make 
some brief remarks concerning quantum-mechanical 
implications. 

2. LINEAR SYMMETRY GROUP OF A HAMILTONIAN 

Consider a holonomic classical system with n degrees 
of freedom, described by canonical variables (q,p) 
= (qu ... , qn' Pl'··· 'Pn). Let H(q ,p) denote its Hamilton
ian (assumed not to depend explicitly on time), and let 
n denote phase space, the space of all points (q,p). 
Let W = C~ (n). Elements of Ware called dynamical 
variables. For every j, gE W define the Poisson bracket 
{f,g} by (see Ref. 10) 

{j,g}=t(~o og _~o~). 
;=1 oq; ap; (JPi oqi 

A canonical tranjormation (see Ref. 10) is a one-to
one map y from n onto n, which we shall write as 

y: (q, p) - (q' ,p') = (q~, ... ,q~, P;, .... ,p~), 

such that each q;, p; E Wand 

(1) 

We interpret a canonical transformation y as a change 
of label of points of n. Thus (q' ,p')=y(q,p) are new 
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canonical variables labelling the point previously de
scribed by (q,p). 

Canonical transformations in which the q; ,p; are all 
homogeneous linear polynomials in the variables (q,p) 
are known as symplectic tranformations. These are 
discussed in greater detail below, 

Let r denote the group of all time-independent canoni
cal transformations, and Sp{n,R) the group (= subgroup 
of r) of all time-independent symplectic transforma
tions. We say that the Hamiltonian H{q,p) of our system 
is invariant under yE r if the new Hamiltonian H'(q' ,p') 
[io eo, corresponding to the new canonical variables 
(q' ,p')=y(q,p)] has the same functional form as H(q,p), 
that is, if H'{q' ,p')=H{q' ,p'). But since y is time-in
dependent, the new Hamiltonian is given (see Ref. 10) 
by H' (q' ,p') = H(q ,p). Hence the invariance condition can 
be written 

H{q' ,p')=H{q,pL (2) 

Let S{H) denote the group of all yE r which leave 
H{q ,p) invariant. We say that the system (and its 
Hamiltonian) has symmetry group S{H), or is invariant 
under S{H). 

In what follows we use'" to denote group isomorphism, 
and we will often find it convenient to identify isomor
phic groups. For example, if S{H)'" 0(3) we may find it 
convenient to say H{q,p) has symmetry group 0(3). 

As mentioned in Sec. 1 we can often spot S (H) geo
metrically, but sometimes we obtain only a subgroup of 
S(H) this way. Note that if H{q,p) itself generates global
ly defined canonical transformations, then (see Refs. 
11, 12) H{q,p) will be invariant under these transforma
tions (which can be considered as elements of r since in 
this situation we can regard time t merely as a real 
parameter), and hence S(H) will be nontrivial. 

In fact S (H) may be quite large [cf. (23) below], and 
for this reason we find it convenient to introduce the 
group L(H) of all yESp{n,R) which leave H(q,p) in
variant. We call L(H) the linear symmetry group of 
H(q,p). 

It if often assumed tacitly that S (H) = L (H), but this 
may not be so [cf. (23) again]. In fact it should be noted 
that, provided we keep to time-independent changes of 
label, S (H) is independ ent of the canonical variables 
(q,p) chosen to describe our system, but L(H) is not. 
Fortunately this does not affect any of the arguments or 
conclusions which follow. 

In Secs. 3 and 4 we find L (H) when 

H(q, p) = ~ t (p~ + }.J.q~) (J.l = a real constant). (3) 
i=l 

This H(q ,p) generates globally defined canonical trans
formations no matter what value J.l has. In fact they are 
symplectic in each case and thus (from previous re
marks) elements of L(H). 

Now the symplectic condition can be expressed in a 
convenient manner if (as we will often do from now on) 
we denote points of n by (2n x 1) column matrices and 
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introduce the (2n x 2n) block matrix 

J= (-~n ~), 
where In denotes the (nXn) identity matrix. We can now 
state (see Refs. 12, 13) that the homogeneous linear 
transformation 

(;:)=T(;) [T= a real (2nX2n) matrix] 

is symplectic if and only if 

T' JT = J (' denoting matrix transpose) 

(4) 

(5) 

[io e., conditions (1) take this form when the transfor
mation y has form (4)]. Now in such a case T is neces
sarily nonsingular, for (5) implies 

det(T' JT) = (detT')(detJ)(detT) = (detJ),< 0, 
i. e. , 

The Hamiltonian (3) can now be regarded as a qua
dratic form with matrix K having the block form 

K=.!. (J.lIn 0) 
2 0 In ' 

and thus a time-independent transformation of form (4) 
leaves H(q, p) invariant [see (2)] if and only if 

T'KT=K. (6) 
Hence, identifying the linear transformations (4) with 
their matrices in the usual way, we find that L(H) is the 
multiplicative group of time-independent matrices T 
satisfying both the symplectic condition (5) and the in
variance condition (6). In what follows we will assume 
that T has block form 

where A, B, C, D are real time-independent (nXn) 
matrices, 

3. DERIVATION OF UH) WHEN J.l =1= 0 

A. Introduction 

(7) 

In this case direct use of (5) and (6) leads to com
plicated matrix equations. Instead, since here K is 
nonsingular (we have already noted that T must be non
singular) we proceed as follows. From (6) 

T' = K(KT)-l =KT-1K-1, 

and substituting this into (5) gives 

KT-1K-1JT=J, i.e" K-1JT=TK-1J. (5') 

Conversely, if T satisfies (5') and (6) then it satisfies 
(5) and (6). Now the block matrix (7) satisfies (5') if and 
only if 

(J.l-IIn 0) (0 IJ fA B)= (A B\ (WIIn 0)(0 I~ 
,0 In - In 0 ,C D ,C D) \ 0 In ,- In 0)' 

which becomes 
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which in turn reduces to C=-/lB and D=Ao The re
sulting matrix 

T=(_~B1) (8) 

satisfies (6) if and only if 

~:B ~)'~" :,X:B ~)~ ~" Ij, 
which becomes 

(~:~~~: ~:!~~~A) =(~n ~} 
which in turn reduces to 

A'A + /lB'B=In (9 ) 

and 

A'B-B'A=O. (10) 

Thus L(H) is the multiplicative group of time-indepen
dent matrices T having block form (8) with A, B satis
fying (9) and (10). The identity element in L(H) corre
sponds to A = I", B = O. We are now in a position to 
prove the following results, which are valid for all n 
;,1. 

Theorem 1: (i) If /l<0, then L(H)=GL(n). 

(ii) If /l>0, then L(H)=U(n). 

B. Proof of Theorem 1 (i) 

Suppose /l < 0, and write /l = - A 4 • Then condition (9) 
becomes 

A'A - A4B'B=In (9') 

Lemma 1: The (nXn) time-independent matrices A, 
B satisfy (9') and (10) if and only if 

A +A2B=E and A _A2B=E,-1 (11) 

for some time-independent E E GL (n). 

Proof of Lemma 1: First note that A, B satisfy (9') 
and (10) if and only if 

(A-A2B)'(A+A2B)=In. (12) 

For if (9') and (10) hold, then 

(A - A2B)'(A + A2B) = (A'A - A4B' B) +A2(A' B-B'A)=In• 

Conversely, if (12) holds, then 

(A'A - A4B' B) + A2 (A' B -B'A) =In, 

and taking transposes we find also 

(A' A - A4B' B) + A2(B'A -A' B) =In. 

Together these give (9') and (10). But (12) is satisfied 
if and only if (A + A2B) E GL(n) and (A - A2B) = (A + A2B),-I, 

i. e., if and only if (11) holds for some time-independent 
E E GL(n). This proves Lemma 1. 

Thus L(H) is the multiplicative group of time-inde
pendent matrices T having block form 

T = (;;B 1) (8') 
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with A, B satisfying (11) for some time-independent 
EEGL(n). 

It can be shown that the elements of L(H) generated 
by H(q,p) itself correspond to our taking E=(eA2t )I

n 
(t 

= a real parameter) in (llL 

Now express all elements of L(H) in the form (8') 
and consider the map ¢:L(H) - GL(n) defined by ¢(T) 
=A + A2B. Let Tll T2E L(H). Then, since 

(
AI BI)(A2 B2)_(AIA2+A4BIB2 A 1B2+BIA 2 ) 

A4BIAI ,\4B2A2 - A4(AIB2+BIA2) AIA2+A4BIB2 ' 

we obtain the homomorphism property 

¢(T IT2) = (A 1A 2 + A 4BI B2) + A2(AIB2 + B IA2) 

= (AI + A2B I)(A2 + A2B2) 

= ¢(TJ¢(T2), all Tu T2E L(H). 

Also for every EE GL(n) there exists an element T 
E L(H) such that ¢(T) = E. To construct T (in fact it is 
unique), just define A, B by (11). In particular, if ¢ (T) 
=In, we must have (A + A2B) = (A - A2B) =In, which gives 
A = In and B = 0, i. e., T must be the identity element in 
L(H). 

We have shown that ¢ is a group isomorphism between 
L(H) and GL(n), and identifying these isomorphic groups 
we obtain Theorem 1 (i). 

Remark: Theorem 1 (i) can also be proved by reducing 
(3), via a symplectic transformation, to the form 
A 2l',Piq i 0 The method used here is easier, and also has 
the advantage that the /l > 0 case can be dealt with (see 
Sec. 3C next) along roughly similar lines. 

c. Proof of Theorem 1 (ii) 

Suppose /l> 0, and write /l = A 4 0 Then condition (9) 
becomes 

(9" ) 

Lemma 2: The real (nXn) matrices A, B satisfy (9") 
and (10) if and only if (A + iA 2 B) E U(n). 

Proof of Lemma 2: First note that A, B satisfy (9") 
and (10) if and only if 

(A - iA2B)'(A + iA2B) =In· 

For if (9") and (10) hold, then 

(13) 

(A - iA2B)'(A + iA2B) = (A'A + A4B' B) +iA2(A' B - B'A)=In· 

Conversely, if (13) holds, then 

(A'A + iA4B' B) + iA2(A' B - B' A) =In, 

and taking real and imaginary parts gives (9") and (10). 
Now (13) is the condition (A+iA2B)E U(n), Conversely, 
if U E U(n) is expressed in the form 

U =A + iA2B (A, B real matrices), 

then (A-iA2B)'=U'=U-I
, and (13) is satisfied. Thus 

(13) itself is satisfied if and only if (A +iA2B)E U(n). 
This proves Lemma 2. 

(14) 

Thus L(H) is the multiplicative group of time-inde-
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pendent matrices T having block form 

T= (-~B!) (8" ) 

with (A + i\ 2 B) E U(n). 

It can be shown that the elements of L(H) generated 
by H(q, p) itself correspond to our taking U = (e ix2t )In (t 
= a real parameter) in (14)0 

Now express all elements of L(H) in the form (8") 
and consider the map </J:L(H)- U(n) defined by </J(T)=A 
+i\2B. It is straightforward to verify the homomor
phism property 

</J(TJ2) = </J(T1 )</J(T2), all T 1 , T2EL(H). 

Also for every U E U(n) there exists an element T E L(H) 
such that </J(T) = U. To construct T (in fact it is unique), 
just define A, B by (14). In particular, if </J(T)=In, we 
must have A = I and B = 0, i. e., T must be the identity 
element in L(H). 

We have shown that </J is a group isomorphism between 
L (H) and U(n) , and identifying these isomorphic groups 
we obtain Theorem 1 (ii). 

Remark: Theorem 1 (ii) is essentially the statemenp4 
Sp(n, R) (j 0 (211) '" U(I1). A similar result to this is proved 
in Helgason's book [see Ref. 13, p. 342, Lemma 4.1., 
part (c)], and when fJ. = lour proof reduces to a more 
detailed version of his. 

D. Comments on Theorem 1 

Note that in both cases the set N of matrices having 
block form (8) with B=O and A'A=I (Le., AE 0(11» 
forms a subgroup of L(H) isomorphi~ to O(n), the ob
vious symmetry group for H(q, p). Thus in both cases 
we get higher symmetry for all n ~ 10 

It can be shown that in both cases L(H) is generated 
by the n2 conserved quantities consisting of the ~n(n - 1) 
angular momenta 

qiP,-q,Pi(i*j) (i,j=1,2, ... ,n) (15) 

which generate N and the ~n(n + 1) quantities 

(16) 

For fJ. > 0 these can be combined to give the Hamiltonian 
(3) itself, together with (n2 -1) quantities which gener
ate S U(n). A possible set of S U(n) generators for the fJ. 
= 1 case was given by Jauch and Hill, 15 who were the 
first to connect the SU(n) Lie algebra and the n
oscillator. 

4. DERIVATION OF L(H) WHEN J.I = 0 

A. Introduction 

Suppose J.I = O. In this case we make direct use of (5) 
and (6). The block matrix (7) satisfies (6) if and only if 

(~ ~)' (~ I~) (~ ~) = (~ I~) , 
which becomes 

(
C' C C'D) (0 0) 
D' C D'D - 0 In ' 
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which in turn reduces to D'D=In and C=O. The result
ing matrix 

satisfies (5) if and only if 

( A B\'( 0 In)(A B)=( 0 In) 
o D) - In 0 0 D - In 0 ' 

which becomes 

L e. , 

A'D=D'A=In (17) 

and 

B'D-D'B=O. (18) 

Since D'D=In, condition (17) reduces to A=D,-I=D and 

A'A=In, 

and (18) reduces to 

B'A -A' B=O. 

(19) 

(20) 

Thus L(H) is the multiplicative group of time-inde
pendent matrices T having block form 

(21) 

with A, B satisfying (19) and (20). [Although (19) can be 
obtained by putting Jl=O into (9), and (20) is just (10), 
our derivation of (9) and (10) was valid only for Jl*O.] 
Note that when A =In condition (20) becomes B' =B. It 
can be shown that the elements of L(H) generated by 
H(q, p) itself correspond to our setting A = In' B = tIn 
(t= a real parameter) in (21). 

Now the q-translations, Le., the canonical trans
formations of form 

(q,P)-(ql+ a U q2+ a 2,· .. ,qn+ a n' Pl""'Pn) 

(a i = arbitrary) 

clearly also leave the n-dimensional free particle 
Hamiltonian invariant. Combining these with L (H), we 
obtain a subgroup IL(H) of S(H) consisting of all time
independent inhomogeneous linear canonical 
transformations 

where A, B satisfy (19) and (20), and 

(~) = (au a 2 , ••• ,an' 0, ... ,0)', 

with the a i arbitrary. 

(22) 

It is worth noting that IL(H) is a proper subgroup of 
S(H), for S(H) also contains all canonical transforma
tions of form 

(q ,pi - (ql + f1 (p), q2 + f2(P2)' '0, ,qn + fn(Pn), Pi'" . ,Pn), 

(23) 
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and not all of these are in 1L(H) 0 

Now let 01 = (01 v O! 2' ••• ,01 n)" and denote the trans
formation (22) by (A,B,od. Then the identity element in 
1L(H) is the transformation (In' 0, 0), and we find that 
products and inverses in 1L(H) are given by 

(A1' B17 0I 1)(A2' B2, ( 2) = (A 1A 2, AIB2 + B 1A 2, 011 + A I0l 2) 

(24) 

and 

(A,B,OI)-l=(A', -A'BA', -A'a). (25) 

B. Semidirect product structure of I L( H) 

Suppose a group G (denote its identity element bye) 
has a normal subgroup M and an ordinary subgroup S 
such that Mn S ={e} and such that every element gE G 
can be expressed in at least one way as a product g 
=ms with mEM and SES. Then (see Ref. 16, p. 100) 
we say G is a semidirect product of M and S. We will 
denote this by G =M * S. It can be shown that because 
Mn S ={e}, the expression of g as a product ms is 
unique. 

To reconstruct G from M and S we need to know, for 
each s E S, the automorphism m - sms-1 of M (for de
tails see Ref. 16). 

Theorem 2: For all n ~ 1, 

IL(H)=Rn(n+l )/2* E(n). 

C. Proof of Theorem 2 

Lemma 3: The set S ={(A, 0, a ):A'A =1. and 01 

== arbitrary} is a subgroup of 1L(H) , and S'" E(n). 

Proof of Lemma 3: Certainly S is a subset of 1L(H) , 
and from (24) and (25) we get 

(AvO,a1)(A2,0,a2)=(A1A2,0,0I1 +AI0l 2), (26) 

(A,O,a)-l == (A' ,0, -A'a), 

showing that S is a subgroup of IL(HL 

Now the n-dimensional Euclidean group E(n) is just 
the set of transformations on Rn of form 

(A,c..):x-Ax +01, 

where A' A,= In' a is arbitrary, and the (n x 1) column 
matrix x denotes a typical point of Rn. In particular the 
product of elements of E(n) is given by 

(Av 011) (A2' 01 2) = (A IA 2 , 01 1 + A 101 2L (27) 

By using (26) and (27) it is easy to verify that the 
map (A, 0,(1) - (A, a) is a group isomorphism between S 
and E(n). This proves Lemma 3. 

Lemma 4: The set M={(In,B,O):B'=B} is a normal 
subgroup of IL(H), and M"'Rn(n+1)/2. 

Proof of Lemma 4: Certainly M is a subset of IL(H). 
But from (24) and (26) it is easy to see that the map 
(A, B, a ) - (A, 0,(1) is a group homomorphism from 
IL (H) onto S, and since M is just its kernel, M must be 
a normal subgroup of 1L(H), Also from (24) 

(In' B" O)(In' B2, 0) = (In' Bl + B2, 0), 
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and it is now easy to verify that the map (In,B,O)-B is 
a group isomorphism between M and the additive group 
of real symmetric (n x n) matrices. Since the latter is 
itself isomorphic to Rn (n+ l )/2, there being n(n + 1)/2 in
dependent entries in a symmetric (nXn) matrix, we 
have M"'Rn(n+l )/2. This proves Lemma 4. 

Lemma 5: Every element in IL(H) can be expressed 
in at least one way as a product ms with mE M and 
sE 5, 

Proof of Lemma 5: If the (nxn) matrices A, B satisfy 
(19) and (20), then also 

A(B' A)A' =A(A' B)A' 

i. e. 

AB'=BA'. 

Thus a typical element (A,B,OI) in 1L(H) can be ex
pressed as 

(A, B,OI) = (In,BA', O)(A, 0,(1), 

which is of the form required. This proves Lemma 5. 

Now every element (A,B,OI) in Mn 5 must have A 
=In, 01. =0, and B=O, i.e., must be the identity ele
ment in IL (H). This, together with Lemmas 3 -5, 
proves that IL (H) = M * 5. Identifying M with Rn (.+1) /2 

and 5 with E(n), we obtain Theorem 2. 

It is worth noting that, for s = (A, 0,01. ) E 5 and m 
= (In' B, 0) EM, 

sms-1 = (A, 0,01 )(I., B, O)(A', 0, - A' (1) = (In ,ABA' ,0). 

D. Comments on Theorem 2 

Since the obvious symmetry group for the n-dimen
sional free particle is just E(n), Theorem 2 shows that 
it exhibits higher symmetry for all n~ 1. Note that, 
due to our restriction to time-independent canonical 
transformations, the group IL (H) intersects the n-di
mensional Galilei group in the subgroup 5 only. Note 
also that the set N (defined in Sec. 3D) again forms a 
subgroup of L(H) [and hence of IL(H)] isomorphic to 
O(n). 

It can be shown that IL(H) is generated by the (n2 + n) 
conserved quantities consisting of the angular momenta 
(15) (which, as previously, generate N) and the ~n(n + 3) 
quantities 

(28) 

The Pi generate the q-translations, and the remaining 
n2 quantities generate L(H). It can be shown that L(H) is 
itself a semidirect product Rn(n+l )/2* O(n). 

5. QUANTUM·MECHANICAL CONSIDERATIONS 

A classical mechanical symmetry will go over to 
quantum mechanics if the corresponding symmetry 
group G can be mapped isomorphically onto a group of 
unitary operators which commute with the quantum
mechanical Hamiltoniano In particular the generators 
of G must map isomorphically onto a Lie algebra of 
skew-adjoint operators which commute with the quan
tum-mechanical Hamiltonian, although this by itself 
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will not be sufficient as the corresponding group will 
still have to be constructed (see Ref. 17). However, 
even the weaker step of constructing the Lie algebra of 
operators cannot always be carried out (see Refs. 12, 
18). 

If the classical generators are all at most quadratic 
in the canonical variables, they can be mapped iso
morphically onto a suitable Lie algebra of skew-adjoint 
operators, and the corresponding unitary group can be 
constructed (see Refs. 12, 18), We therefore expect 
[cf. (15), (16), (28)} that the groups L(H), IL(H) will 
have quantum-mechanical significance when 11-'# 0, J.L 
= 0 respectively in (3). Now, when J.L> 0, the group 
SU(n) [the connected component of the identity of L(H) 
= U(n)} accounts for the degeneracies (see Ref, 15), but 
when J.L ~ 0 the re are no bound states, and so we cannot 
then invoke degeneracies as a guide. 

An analysis of the quantum-mechanical significance of 
the free particle group R" (,,+1) /2 * E(n) would be particu
larly interesting, and for this reason the fact that it has 
a semidirect product structure seems especially con· 
venient. We emphasize that it is an "invariance" group 
for the classical system. 

We note that such an analysis has already been car
ried out thoroughly (see Refs. 19, 20) for the Galilei 
group. 
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Addendum: Determination of the amplitude from the differential 
cross section by unitarity [J. Math. Phys. 9, 2050 (1968)] 

Roger G. Newton 

Physics Department, Indiana University, Bloomington, Indiana 47401 
(Received 14 February 1975) 

A. Martin has brought an early reference to my at
tention which both he and I were unaware of when we 
wrote our papersl,2: N. P. Klepikov, Zh. Eksp. Teor. 
Fiz. 47, 757 (1964) [SOy. Phys. JETP 20, 505 (1965)]. 
Klepikov presented a uniqueness condition similar to 

those of Martin and myself, and I apologize for the 
omission of a reference to his work. 

IR.G. Newton, J. Math. Phys. 9, 2050 (1968). 
2A. Martin, Nuovo Cimento A 59, 131 (1969). 

Erratum: A minimum princir;»le for von Neumann's equation [J. 
Math. Phys. 16, 158 (1975)J 

Sidney Golden 

Department of Chemistry, Brandeis University, Waltham, Massachusetts 02154 
(Received 18 February 1975) 

A typographical omission from the above paper: the 
last equation should be 

(4.15) 
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